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ABSTRACT
In this paper, we present a frame based approach for transient
detection and encoding of audio signals. The transient detection
procedure, as presented here, uses linear prediction within a sig-
nal frame followed by an envelope estimation to build an adaptive
threshold. Detected transients will automatically be separated and
the gaps left by the removed transient are filled with samples from
forward and backward extrapolation. To encode detected tran-
sients, dyadic approximation approaches are discussed. Results
of the application to different audio signals are also presented.

1. INTRODUCTION

An audio signal is generally composed of two parts: a determin-
istic and a stochastic part. The deterministic part of an audio sig-
nal consists of sinusoids, while noise and transients constitute the
stochastic part. Although some models as proposed in [1, 2, 3]
represent well sinusoids and noise, they really fail for transients.
Since transients do not fit well into sinusoids and noise models,
they therefore need their own model. In order to build a three
components approach (transients + sinusoids + noise) of an audio
signal, we need to split the stochastic part into two parts.
In [1] a model for sinusoids with time-varying amplitudes, phases
and harmonic frequencies has been presented. In [2], the sinu-
soidal model (SM) proposed in [1] was extended with a noise
model based on residual approximation. The Spectral Modelling
Synthesis (SMS) presented in [2] gives good results when applied
to audio signals only composed of sinusoids and noise. But once
transients occur in an audio signal, they will then appear in the
residual signal. This will thus raise the spectral envelope of the
noise during a residual approximation, yielding a synthesized sig-
nal with artefacts. To avoid this, a pre-processing step is required
to first separate the transient’s contribution.
In [4, 5, 6, 7, 8] and many other recent publications, transient rep-
resentation is investigated. The methods proposed can be classified
into three categories: time domain approach, frequency domain
approach and hybrid approach [9]. In this paper, we address the
problem of a transient representation under the hybrid approach.
We first perform detection in time domain based upon linear pre-
diction followed by encoding in frequency domain using dyadic
approximation. In our three components approach (Fig. 1), si-
nusoids and noise are represented using techniques proposed in
[2, 10].
In Section 2, we will present our transient detection approach, Sec-
tion 3 will introduce the transient encoding approaches, Section 4
will show some simulation results, we will finally close with a con-
clusion and outlook in Section 5.

2. TRANSIENT DETECTION

Since transients are poorly represented by sinusoids or noise model,
it is preferable to represent them separately and leave sinusoids
and noise to their own models. We propose, in Fig. 1, to first
detect and separate transients within a signal frame. Transients
represented as filtered noise will certainly lose their sharpness and
sound bad. In Fig. 2 the pre-processing steps for the transient
detection are detailed. Transients can be classified into two cate-
gories: visible and hidden transients. The main difficulty does not
consist of detecting visible transients, but those of small energy. A
good transient detector should thus reveal the presence of hidden
transients and then emphasize them. In order to successfully de-
tect both kinds of transients, we need to apply a filter which should
absorb most of the audio signals (sinusoids and noise) energy leav-
ing transients unchanged. Since sudden changes in audio signals,
like transients, remain unpredictable, the prediction error will then
accentuate transients in the audio signal.

Figure 1: Transients + Sinusoids + Noise approach. TD/TS (Tran-
sient Detection / Transient Separation), TE (Transient Encoding),
SM (Sinusoidal Modelling), RA (Residual approximation). s(n):
sinusoids, t(n): transients, r(n): noise.

2.1. Linear Prediction

Assume that signal sample x(n) of an audio signal is to be esti-
mated combining p previous samples. The estimated sample x̂(n)
will then be obtained using a finite impulse response (FIR) filter
given by

x̂(n) =

p∑
i=1

ai · x(n− i), (1)

where ai are the filter coefficients obtained by minimizing the
square of the prediction error

e(n) = x(n)− x̂(n) = x(n)−
p∑

i=1

ai · x(n− i) (2)
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Figure 2: TD/TS: Transient Detection & Separation approach.
t1(n): detected transients, r1(n): first residual.

within a signal frame. Transforming Eq. (2) into the Z-domain,
we obtain the following filter transfer function

A(z) =
E(z)

X(z)
= 1− P (z) = 1−

p∑
i=1

ai · z−i. (3)

The filter A(z) is designed so that all its zeros are inside the unit
circle |z| = 1 (excluding the unit circle itself). If we need to
recover the filtered input signal x(n) from the error signal e(n),
we then have to apply the inverse (synthesis) filter

H(z) =
Y (z)

E(z)
=

1

1− P (z)
=

1

A(z)
. (4)

on e(n).

2.2. Envelope estimation

The simple way to estimate the temporal envelope of a signal x(n)
is to take the absolute value of x(n) and apply smoothing using
low-pass filter or peak detector. In our model (see Fig. 2), we
choose a common and very efficient technique based on the Hilbert
Transform (a 90 degree phase shifter) to estimate the envelope of
the prediction error signal. With that technique the envelope of a
signal x(n) is computed using the corresponding analytic signal

x̃(n) = x(n) + j · x̂(n), (5)

where x̂(n) is the Hilbert transform of x(n). The envelope of the
original signal is then simply the modulus of the analytic signal
given by

xenv(n) = |x̃(n)| =
√

x2(n) + x̂2(n). (6)

Finally, the envelope is smoothed using a first order low-pass filter.

2.3. The proposed method

The main steps for transient detection as depicted in Fig. 2 can
be described as follows. An input signal x(n) is decomposed into
short frames of 1024 samples with an overlap of 512 samples. Lin-
ear prediction is then applied in each frame to reveal the transients
locations. A prediction filter with model order p = 8 is sufficient
for our application. A suitable envelope estimator is applied to the
prediction error to build the threshold. The threshold function will
be kept constant in transient area and follows the error signal else-
where. This is done by comparing the actual value of the envelope

with the weighted mean value of the envelope from the previous
frame. The weighting factor is obtained by dividing the maximum
value with the mean value of the envelope in the current frame. If
the value of the envelope is higher than the weighted mean value,
the threshold function is kept constant equal to the non-weighted
mean value of the envelope from the previous frame. A binary
sequence is then set to one at those indexes where a transient is
occurring in the current frame (see Fig. 3 - 4 lower right). In order
to avoid multiple detections of the same transient in the overlap-
ping zone, a strategy has been developed. That is if a transient is
fully embedded in a frame, a detection flag is triggered. If a fully
embedded transient spans over both half-frame, the index of the
detected transient corresponding to the second half-frame are used
in the next frame for comparison. If a transient spans over suc-
cessive frames, a detection flag is not triggered since the transient
data over these frames needs to be assembled. The gaps left when
detected transients are removed, are filled with samples using for-
ward and backward extrapolation as presented in [11]. A three
components approach is built, sinusoids and noise are thus left to
their respective models, while transients are encoded separately.

Figure 3: Transients detection in Castanets sound file.

Figure 4: Transients detection in ABBA sound file.
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2.4. Signal extrapolation

In [11, 12] extrapolation and signal restoration of damaged or re-
moved samples have been deeply investigated. The underlying
idea is here the same like in linear prediction, with the only differ-
ence that extrapolation needs forward and backward predictor. In
our approach the samples to be extrapolated are those correspond-
ing to the removed transients samples (N2). The procedure for the
extrapolation of the missing samples is depicted in Fig. 5, while
the results are shown in Fig. 6. The main steps of the extrapolation
procedure can be explained as follow:

• Determine the number N2 of missing samples x2 within a
frame.

• Compare the number N1 and N3 of known signal samples
(x1 and x3 ) with the number N2 of missing samples x2.

• For forward extrapolation: if there are fewer known sig-
nal samples than missing samples (N1 < N2), take known
samples from previous frame.

• For backward extrapolation: if there are fewer known sig-
nal samples than missing samples (N3 < N2), take known
samples from next frame. In this case backward extrapola-
tion is done in the next frame.

• Apply autoregressive (AR) model of order p ≤ N2 to cal-
culate the filter coefficients: aif and aib.

• Initialize the filter with p past known samples just before
the section to be extrapolated.

• Generate a vector of zeros with length N2, feed it together
with zif or zib as input to the extrapolation filters.

• The output of the two filters are the N2 extrapolated sam-
ples ( xef and xeb ).

• Finally sum the forward extrapolated samples and back-
ward extrapolated samples weighted with an appropriate
window function (see Fig. 6).

Figure 5: Extrapolation procedure: autoregressive parameter esti-
mation (AR), Initial Conditions for filter implementation (IC), filter
(f(n)), appropriate window function (wf (n), wb(n)).

Figure 6: Transients detection in Castanets sound file.

3. TRANSIENT ENCODING

We have already stated that transients do not fit well into sinusoids
and noise models. Since transients need a very good time resolu-
tion, while sinusoids require a very good frequency resolution, a
transformation which works with variable resolution is therefore
needed. Methods based on dyadic approximation such us multi-
scale approximation or octave splitting, as presented in Fig. 7,
address the problem of multiresolution. An important dyadic ap-
proximation method, which has gained increasing attention during
the last years, is the discrete wavelet transform (DWT). In [5, 6]
transients detection and encoding based on wavelet transform and
Hidden Markov tree are presented, while in [13, 14] methods based
on iterated filter bank are used. Let |X(f)| be the magnitude spec-
trum of a signal x(n), using dyadic approximation, the spectrum
of x(n) can be first split into two equal parts: low-pass band and
high-pass band. These two bands can again be decomposed into

Figure 7: DWT in frequency domain upper, a 3 level filter bank
lower.

subbands until we reach the number of bands needed for the ap-
plication (see Fig. 7). Since discrete wavelet transform (DWT) is
an implementation of wavelet transforms as an iterated filter bank,
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the LP and HP, within one level (see Fig. 7) will represent respec-
tively the scaling filter and the wavelet filter. The signal x(n) is
simultaneously decomposed using low-pass filter g and high-pass
filter h (see Fig. 7 lower) yielding approximation coefficients

Aj(k) =

Nx+NF−1∑
i=1

x(i) · g(2k − i) = (x ∗ g)(n) ↓ 2, (7)

and detail coefficients

Dj(k) =

Nx+NF−1∑
i=1

x(i) · h(2k − i) = (x ∗ h)(n) ↓ 2, (8)

where j is the index of the considered subband, while Nx and NF

are respectively the length of the input signal x(n) and the length
of the impulse response g or h (see Fig. 8). The filters g and h are
related to each other and must satisfy the quadrature mirror filter
relationship.

Figure 8: A 3 level Wavelet decomposition, decomposition filter
f(n) (g(n) , h(n)), input signal x(n), detail coefficients (Dj(k)) and
approximation coefficients (Aj(k)).

In this section, we present our transient encoding approach which
performs quantization of the prediction error from discrete cosine
transform (DCT) applied on DWT coefficients. We will compare
various combinations of dyadic approximations applied to the de-
tected transient. The first method will combine discrete wavelet
transform (DWT) and coefficients thresholding within each band.
The second method is our proposed approach. The third method
is a modified version of the second method, where the discrete co-
sine transform is not applied. The last method deals with quantiza-
tion of the prediction error from DCT transformed transient signal.
Regarding fame, minimum of smoothness and reduced number of
coefficients, we have chosen Daubechies wavelets with 4 vanish-
ing moments (zero moments) to decompose and reconstruct the
transients.

3.1. Method I - DWT / Thresholding

This method, as depicted in Fig. 9, deals with discrete wavelet
transform (DWT), coefficient thresholding within a subband and
inverse discrete wavelet transform (IDWT) for signal reconstruc-
tion. The aim of this method is to investigate how far we can re-
duce the number of coefficients in each subband, but still be able
to reconstruct the decomposed signal with the few retained co-
efficients after thresholding. We have seen from the decomposi-
tion explained with Fig. 8, that the approximation coefficients are
again split into two parts yielding new detail coefficients and new
approximation coefficients of the corresponding subband. Regard-
ing importance of the approximation coefficients in the last sub-
band, we decide not to threshold A3(k). In the analysis part, a

detected transient will first be discrete wavelet transformed using
Daubechies wavelets (db4: here 4 is for the order or the vanishing
moments) with 3 levels. Applying thresholding (Thresh) based on
Root Mean Square (RMS)

RMS =

√√√√ 1

N

N∑
k=1

D2
j (k), (9)

in each band, except the low-pass band (A3) (see Fig. 7), we have
considerably reduced the number of coefficients to be used for re-
construction. To threshold the wavelets coefficients we have com-

Figure 9: Method I: Discrete Wavelet Transform (DWT), Thresh-
olding (Thresh) and Inverse Discrete Wavelet Transform (IDWT).

pared three functions for wavelets coefficients thresholding. The
hard-thresholding

fH(Dj) =

{
Dj if |Dj | ≥ λ,
0 elsewhere.

(10)

retains all coefficients that are greater than the chosen threshold
value λ (RMS) and sets to zero others. The soft-thresholding

fS(Dj) =


Dj − λ if Dj ≥ λ,
0 if |Dj | < λ

Dj + λ if Dj ≤ −λ

(11)

is shrinkage function, since it shrinks the coefficients by λ to-
wards zero. From Fig. 10 we can see that the hard-thresholding
(blue curve) is discontinuous at |Dj | = λ, while soft-thresholding
(green curve) is continuous at |Dj | = λ but modifies the value of
the retained coefficients. In [15] a custom thresholding function

fC(x) =


Dj − sgn(Dj)(1− α)λ if |Dj | ≥ λ,
0 if |Dj | ≤ γ

αλ(
|Dj |−γ

λ−γ
)2(α− 3)(

|Dj |−γ

λ−γ
) + 4− α elsewhere

(12)
where 0 < γ < λ and 0 ≤ α ≤ 1 is proposed. This function
is a linear combination of hard-thresholding and soft-thresholding,
since it combines the advantages of both functions. In Fig. 10,
we can recognize that custom-thresholding is equivalent to hard-
thresholding with smooth transition around the threshold. From
Eq. (12) we can easily go back to Eq. (11) by taking α = 0 and to
Eq. (10) by taking α = 1 and γ = λ

2
. For this method, we have

finally applied the custom-thresholding function.
The decomposition in subbands is shown in Fig. 9. Except the
lower band (A3), the thresholding concerns here only the upper
bands. The results of the reconstruction are shown in Fig. 16.
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Figure 10: Coefficients Thresholding: Hard-Thresholding (Blue),
Soft-Thresholding (Green) and Custom-Thresholding (Red).

3.2. Method II - DWT / DCT / LPC / Q

In this method, as depicted in Fig. 11, we present our transient
encoding approach. To motivate this choice, we compare this
method with various combinations of dyadic approximations ap-
plied to the detected transient. The discrete wavelet transform
(DWT) followed respectively by discrete cosine transform (DCT),
linear prediction coding (LPC) and quantization (Q) are applied on
the detected transient. In the analysis part (see Fig. 11 upper), the

Figure 11: Method II: Discrete Wavelet Transform (DWT), Dis-
crete Cosine Transform (DCT), Linear Prediction Coding (LPC)
and Quantization (Q).

DWT coefficients are transformed with the discrete cosine trans-
form (DCT-II) yielding

DCj (k) = β(k)

N∑
n=1

Dj(n) cos(
(2n + 1)kπ

2N
) (13)

for the detail coefficients and

ACj (k) = β(k)

N∑
n=1

Aj(n) cos(
(2n + 1)kπ

2N
) (14)

for the approximation coefficients, with

β(k) =


√

1
N

if k = 1,√
2
N

for k = 2, .., N .
(15)

where N is the length of the coefficient array in the considered
subband and j is the index of the corresponding subband. On the
DCT transformed coefficients linear prediction coding (LPC) is
then performed. A prediction filter with model order p = 8 is
used for this method. In each subband the prediction error is first
normalized (Si) before quantization is applied on it. The original
16 bit quantization word-length is here reduced to only 4 bit. In
the synthesis stage, the inverse of the scaling factor (1/Si) is first
multiplied with the quantized signal before LPC synthesis filter
is applied on it. Assuming that the analysis filter A(z) used in
the LPC part is the one designed with Eq. (3), we can expect
perfect reconstruction of the coefficients using the inverse filter
H(z) (Eq. (4)). The inverse discrete cosine transform (IDCT) and
inverse discrete wavelet transform (IDWT) are performed for final
reconstruction.

3.3. Method III - DWT / LPC / Q

This method, as presented in Fig. 12, is a modified version of
the previous method. In the analysis part, linear prediction cod-

Figure 12: Method III: Discrete Wavelet Transform (DWT), Linear
Prediction Coding (LPC) and Quantization (Q).

ing (LPC) is directly applied to the coefficients from the discrete
wavelet transform (DWT). We finally quantize the prediction error
using the same word-length like in method II. A prediction filter
with model order p = 8 is again used here. The prediction error
is normalized in each subband before quantization is applied. The
normalized prediction error is then 4 bit quantized. In the synthesis
stage, the inverse of the scaling factor (1/Si) is multiplied with the
quantized signal before LPC synthesis filter is applied on it. We
finally reconstruct the signal the inverse discrete wavelet transform
(IDWT).

3.4. Method IV - DCT / LPC / Q

The last method, as shown in Fig. 13, deals with the discrete co-
sine transform (DCT) directly applied to the detected transient sig-
nal. The DCT transformed signal is then linear predicted yielding
a prediction error which will be finally quantized. The prediction
error is first normalized in each subband before quantization is ap-
plied on it. The original 16 bit quantization word-length is again
here reduced to only 4 bit. In the synthesis stage, the inverse of
the scaling factor is first multiplied with the 4 bit quantized signal
before LPC synthesis filter is applied on it. We finally reconstruct
the signal using the inverse discrete cosine transform (IDCT).
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Figure 13: Method IV: Discrete cosine Transform (DCT), Linear
Prediction Coding (LPC) and Quantization (Q).

4. SIMULATION RESULTS

We have applied the four methods to detected transient signal and
have calculated the L2-norm

l =

√√√√ N∑
n=1

r2(n) (16)

of the residual signal from each method. In [16], a similar ap-
proach has been used for comparison of reconstruction results in
image processing. We should point out that this way of charac-
terizing the residual signal is purely numerical and does not take
perceptual hearing considerations into account. Although there
might be a correlation between numerical error and sound qual-
ity. In Fig. 15 results obtained when applying only the Spectral
modelling Synthesis (SMS) to the castanet signal are shown. The
original signal x(n), the reconstructed signal y(n) and the resid-
ual signal rx−y(n) with the L2-norm are presented. From Fig. 16
up to Fig. 19, results obtained with approaches depicted in Fig.
1 applied to the same castanet samples are shown. We can eas-
ily recognize that the reconstructed signal y(n) is very close the
original signal x(n) for all the methods, with small differences
regarding their L2-norm. We can also notice that the three com-
ponents approach really outperforms the Spectral modelling Syn-
thesis (SMS) approach for this kind of signal. We have applied
the same simulation to different audio signals. For the sake of
completeness, we will show here the results obtained with glock-
enspiel samples. Fig. 20 shows results obtained when applying
only the Spectral modelling Synthesis (SMS) to the glockenspiel
signal. In Fig. 21 results obtained when applying the SMS ap-
proach combined with the second transient encoding approach to
the glockenspiel samples are presented. It is worth mentioning
that the three components approach again outperforms the Spectral
modelling Synthesis (SMS) approach regarding L2-norm. Similar
results are also obtained applying the same approaches to samples
from ABBA sound file (see Fig. 22). Improvement of the SMS ap-
proach is expected with the new promising method proposed [17].
This method analyzes the noise without any prior knowledge of the
sinusoids model as presented in [2]. For all the methods, where
linear prediction coding (LPC) is used, model order p = 8 has
been applied. The original 16 bit quantization word-length of the
input signal is reduced to only 4 bit for these methods. Regarding
L2-norm results, we can notice that the three first methods remain
close to each other. The L2-norm of residual signal obtained with
method IV is bigger than the one obtained with other three meth-
ods. In Table 1 and Fig. 14, results obtained during listening test
with headphones are presented. The subjects recruited for this test
are all working in our lab. All the subjects assigned a grade of 100

to the hidden reference signal. While Subject F is the only one who
graded the proposed method lower than the other methods, subject
I even graded method III higher than others. Subject C did not
perceive any difference between all the methods. But nevertheless
method II is graded the best and method IV is scored lowest by all
the subjects. With results presented in Table 1 and the L2-norm
of the residual signal, a correlation between numerical error and
sound quality is somehow observed.

Subject Method.I Method.II Method.III Method.IV
A 80 80 80 40
B 70 80 70 80
C 90 90 90 90
D 75 90 80 60
E 90 93 90 90
F 80 60 60 80
G 78 88 80 75
H 90 90 80 80
I 85 95 98 80
J 92 90 85 90
K 85 90 80 80
L 75 90 85 80
µ 82.5 86.33 81.5 77.08
σ 6.91 9.02 9.34 13.61
Interval ± 4.59 ± 5.99 ± 6.20 ± 9.03

Table 1: Results from listening test using headphones. µ is the
arithmetic average and σ is the standard deviation. Interval: 95 %
confidence interval.

Figure 14: Results from listening test using headphones. Bars de-
note 95 % confidence interval

5. CONCLUSION

We have presented a method for transient detection based upon
linear prediction combined with envelope estimation. This method
succeeds in detecting transients in various kinds of audio signals.
We have shown several alternatives for transient encoding using
dyadic approximations. Regarding the L2-Norm of the residual
signal, the method based on the discrete wavelet transform (DWT)

DAFX-6



Proc. of the 10th Int. Conference on Digital Audio Effects (DAFx-07), Bordeaux, France, September 10-15, 2007

Figure 15: Original signal x(n) (Castanets), SMS synthesized sig-
nal y(n), residual signal rx−y(n).

Figure 16: Original signal x(n) (Castanets), SMS + Method I y(n),
residual signal rx−y(n).

followed by the discrete cosine transform (DCT), Linear Predic-
tion Coding (LPC) and 4 bit quantization remains close to method
I and III for all the tested signals. Subjective listening tests com-
bined with the L2-Norm of the residual signal, indicate exactly that
method II outperforms others. For future work, the same listening
tests will be repeated in modified order and with many different
audio files to observe if the trend remains the same.
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