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Welcome to DAFx-07!

On behalf of all the members of the organizing committee, I am pleased to welcome you to the 2007 International Conference
on Digital Audio Effects (DAFx-07). The DAFx conference originally started as a part of a very successful European COST
G6 action, and is now standing — even running — on its own two feet as a self-funded event.

This is the tenth edition of this conference, each year being a new opportunity to maintain the high level of scientific
excellence together with an open and friendly atmosphere. Although the conference is mainly concerned with digital audio
effects, in fact it covers nearly all topics of digital audio and music processing.

As in the previous editions, the conference schedule has been designed to keep paper presentations in non-parallel ses-
sions, with extended time periods reserved for poster sessions in the afternoon. This year, forty-eight works have been selected
for presentation — thirty-seven papers and eleven posters. Many thanks go to the researchers who submitted their papers, to
the DAFX scientific committee, and to the reviewers for their hard work.

This year’s conference schedule will be complemented by two keynote talks given by leading specialists:
e Jean-Marc Jot, from Creative Labs / Creative Advanced Technology Center, California, USA;
e Xavier Serra, from Music Technology Group, Pompeu Fabra University, Barcelona, Spain.

I would like to thank the DAFx community for faithfully coming back each year to make this conference a major scien-
tific event. I hope that new delegates will enjoy the conference and join the community. Regarding the open and friendly
atmosphere, the social events are traditionally included in the registration. Thus, the concert and the banquet are always great
opportunities for people to meet, artists, scientists, students, and leading composers and researchers, all in the same place.

Believe me, the DAFx conference really has something special! Xavier Serra was the Conference Chair of the first DAFx
edition in Barcelona, where I gave my very first talk, as a PhD student. Then I grew up scientifically with DAFX, attending
other famous conferences but without forgetting to present a paper at each edition of DAFX. In the meantime, I became an
associate professor and got more and more involved in the DAFx community. DAFx has played a key role in my professional
life. Now, I feel it is my turn to give a part of my time to contribute to the organization of this great conference.

Finally, I would like to express my deepest gratitude to the local organizing committee at the University of Bordeaux 1.
Thanks go to the LaBRI (Laboratoire Bordelais de Recherche en Informatique — computer science laboratory) and to the
SCRIME (Studio de Création de de Recherche en Informatique et Musique Electroacoustique). Thanks must also go to all
the organizations that support the DAFx-07 conference.

Welcome to Bordeaux, enjoy its monuments and specialties, and of course enjoy DAFx-07!

. Sylvain Marchand
: S crime g V/\R DAFx-07 Conference Chair
LaBR| ;S /1N Associate Professor,
S et d n informatique et musique © Seiohces Toohnolagios LaBRI _ University Of Bordeaux 1
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DAFx Conferences

DAFX is an acronym for digital audio effects, and nowadays refers to the name of the International Conference on Digital
Audio Effects and to the related book “DAFX — Digital Audio Effects” edited by Udo Zdlzer. It was initiated from a European
research project for cooperation and knowledge diffusion (EU-COST-G6 “Digital Audio Effects”, 1997-2001). Since then
DAFx has been running on its own feet as a self-funded event. Papers of the conferences are available online at:
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TIME-SCALING OF AUDIO SIGNALS WITH MUTI-SCALE GABOR ANALYSIS

Olivier Derrien

ISITV - Université du Sud Toulon-Var
Av. G. Pompidou, BP 56 F-83162, La Valette du Var Cedex, France
olivier.derrien@univ-tln.fr

ABSTRACT

The phase vocoder is a standard frequency domain time-scaling
technique suitable for polyphonic audio, but it generates annoy-
ing artifacts called phasiness, or loss of presence, and transient
smearing, especially for high values of the time-scale parameter.
In this paper, a new time-scaling algorithm for polyphonic audio
signals is described. It uses a multi-scale Gabor analysis for low-
frequency content and a vocoder with phase-locking on transients
for the residual signal and for high-frequency content. Compared
to a phase-locking vocoder alone, our method significantly reduces
both phasiness and transient smearing, especially for high val-
ues of the time-scale parameter. For time-contraction (time-scale
parameters lower that one), the results seem to be more signal-
dependant.

1. INTRODUCTION

Time-scale modification of audio aims at changing the playback
rate of a recorded signal without altering its frequency content,
i.e. pitch and timbre. For instance, time-scaling is useful for elec-
tronic music composers who want to synchronize musical samples
in order to produce a coherent output signal. A time-scaling effect
consists either of a speeding up, called time-contraction, either of
a slowing-down, called time-stretching.

Time-scaling techniques can be roughly classified in two cat-
egories: time-domain and frequency-domain. Time domain algo-
rithms, typically synchronized overlap-add (SOLA) [1], are usu-
ally very efficient and can produce high-quality audio output, but
only when applied to quasi-periodic signals, speech for instance.
In the case of more complex audio content, like polyphonic music,
time-domain methods perform poorly. Frequency-domain meth-
ods, typically phase vocoder, can be applied to both quasi-periodic
and complex audio signals, still with major drawbacks: a higher
computational cost and annoying artifacts in the output signal.
These artifacts are usually known as transient smearing and phasi-
ness. Transient smearing consists of a loss of percussiveness, and
phasiness can be compared to an artificial reverberation effect, or
a loss of presence. In fact, these two aspects are related: smooth
attacks and a notable reverberation are often associated with a long
distance between the source and the listener.

The phase vocoder was introduced by Flanagan ef al. [2] in
1966, but a considerable amount of studies have focused on im-
proving the vocoder audio quality. Laroche et al. [3] explained the
phasiness effect by a loss of phase consistency across the vocoder
channels, and developed a phase locking technique to restore par-
tially this coherence. This method can be considered as an im-
provement of the method by Puckette [4]. A constant frame-rate
version of the phase vocoder was proposed by Bonada [5]. Differ-
ent phase-locking techniques on transients location were published

by Duxbury et al. [6], and by Robel [7]. Dorran et al. [8] also pro-
posed a method for maintaining phase coherence between vocoder
channels, but only for moderate time-scale factors. A real-time
software implementation was recently described by Karrer et al.
[9] and an hybrid approach mixing SOLA and phase vocoder was
proposed by Dorran et al. [10]. Despite significant improvements,
some artifacts remain.

Sinusoidal modeling is another class of frequency techniques
suitable for time-scaling of audio. More precisely, sinusoidal mod-
eling is commonly used in parametric audio/speech coding at low
bitrate, for instance in MPEG-4 HILN [11]. The output of the syn-
thesis module can be easily time-scaled, but the overall signal qual-
ity is poor (typically between 1/5 and 2/5 on the MOS scale [12]).
Surprisingly, sinusoidal modeling for high-quality time-scaling of
audio signals have received very few attention so far. In this pa-
per, we describe a new time-scaling technique based on a multi-
scale sinusoidal analysis. We also propose a hybrid time-scaling
algorithm combining this method to a phase-locking vocoder, and
show that both transient smearing and phasiness are significantly
reduced compared to the phase-locking vocoder alone.

The paper is organized as follows: section 2 provides an over-
view of the phase vocoder with phase-locking on transients. In
section 3, the focus is on our multi-scale sinusoidal analysis and
its application to time-scaling of audio signals. Section 4 describes
the hybrid algorithm and a comparison with the vocoder alone is
given. Section 5 concludes.

2. PHASE VOCODER TIME-SCALING

In this section, we describe the phase vocoder that we have im-
plemented as a reference method. Although it might not be con-
sidered as a top-level vocoder, the phase-locking technique sig-
nificantly improves the signal quality compared to a basic phase
vocoder.

2.1. Phase vocoder basics

In a Discrete Fourier Transform (DFT) implementation of the phase
vocoder, the audio signal z is analyzed with a N-point DFT and
a R, hop-size. Thus, two successive analysis intervals overlap by
N — R, samples. X are the DFT coefficients:

Z

—1
wq[n] z[n + uRq — N/2] e IR (1)
0

X(u, k) =

n

w, is the analysis window, v € N is the analysis interval index,
and k € [0--- N — 1] is a frequency index. Each value of index
k corresponds to a vocoder channel. uR, are the analysis time-
instants.
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Between the analysis and the synthesis stage, the signal is
modified in the DFT domain. These modifications will be ex-
plained further on. Y denote the modified coefficients. The syn-
thesis involves an iDFT:

1 Nzt o
N & Y (u, k) "N )

Yuln] =

forn € [0--- N—1], yu[n] = 0 otherwise. The final output signal
y is obtained with an overlap-add operation:

yln] =D yuln — uR, + N/2] 3)

R, is the synthesis hop-size, and u R are the synthesis time-instants.
The time-scale factor is: a = %Z'

In the absence of modification, i.e. & = 1, one simply define
Y (u,k) = X(u, k), and the output signal y is similar to z, de-
pending on the analysis window w,. For instance, a Hanning win-
dow ensures the perfect reconstruction. When o # 1, the ampli-
tude of the DFT coefficients is preserved: |Y (u, k)| = | X (u, k)|,
but the phases are modified according to the following method.

At the first analysis/synthesis instant, we initialize:

2Y(0,k) = £X(0, k) 4)

Other initializations are possible, but this one suits any value of
the time-scale factor o [3]. If the signal in each channel were a
single pure sine of frequency 27, the modified phase /Y (u, k)
could be computed for every u according to the phase propagation
formula from instant (u — 1) Rs to uRs:

k
LY (u, k) = £Y (u—1,k) + Rs QWﬁ 5)
However, the signal is not a single pure sine, and the DFT coef-
ficients exhibit a phase increment. The analysis phase increment
can be measured:

D, (u, k) = £LX (u, k) — <4X(u —1,k)+ Ra 271'%) (6)
The synthesis phase increment is ®;(u, k) = a PD (®q(u, k)),
where PD is the principal determination of an angle. Finally, the
complete phase propagation formula is:

LY (u, k) = 2Y (u—1,k) + Rs 2#% + D(u, k) (7)

2.2. Phase locking at transient locations

Computing the synthesis phases according to the phase propa-
gation formula (7) ensures the horizontal phase coherence inside
each channel. But the vertical phase coherence between channels
is lost, which causes transient smearing and phasiness [3].
Obviously, both horizontal and vertical phase coherence can
not be achieved at any time and for every channel, but many re-
searches have focused on finding a good balance between the two.
Recent studies have shown that the vertical coherence is particu-
larly crucial at transient locations [5, 6, 7]. Thus, preserving the
horizontal phase coherence on stationary regions and forcing ver-
tical coherence at transients, for instance by resetting the synthesis
phases, also called phase-locking, seems to be a good solution, but
it requires a transient detection algorithm. However, resetting the

phases on high-energy stationary partials coming though a tran-
sient region must be avoided, because the signal energy suddenly
collapses in front of the transient. In solution proposed by Duxbury
et al [6], only the stationary regions are time-scaled, whilst the
phase is locked and the time-scale factor is forced to be one at
transients. Despite local variances in time-scaling factor, rhythm
is maintained globally. In the algorithm by Rdébel [7], both the
transient detection and the transient processing algorithms operate
on the level of frequency channels: the transient detection pro-
cess classifies the channels in transient/non-transient content, and
the synthesis phase is reset only in non-transient channels. Fur-
thermore, the phase reset is performed only when the transient is
located close to the center of the analysis interval, so there is no
need to force the time-scale factor to be one.

2.3. Implementation details

The phase-locking vocoder that we implemented as a reference
technique is close to algorithm proposed by Robel.

The choice of the DFT size N is a trade-off between frequency-
distortion on low-frequency partials and transient smearing: a high
value for N gives a good ability to reproduce low-frequency par-
tials but generates a considerable transient smearing effect. At
fs = 44100 Hz, 2048 samples (46.5 ms) seems to be a good
value. The choice of the analysis hop-size R, is a trade-off be-
tween high-frequency buzzy artifacts due to the synthesis overlap-
add, and a coarse discretization step for the time-scaling factor
a: a high value for R, produces a high quality synthesis, but as
Rs € N*, the possible time-scaling factors are o = Ria, ke N™.
If we set R, = 8 samples at fs = 44100 Hz, synthesis artifacts
are clearly perceptible for & = 1.5. R, = 4 samples seems to be a
good value. Possible time-scaling factors are then 0.25, 0.5, 0.75,
1, 1.25, 1.5 etc.

The transient detection algorithm is based on the energy evo-
lution in frequency subband, whilst Rébel proposes a more com-
plex criterion (center of gravity of the instantaneous energy in
each subband and each analysis interval). The signal, sampled at
fs = 44100 Hz, is analyzed with a 512-point DFT and a 75%
overlap, to preserve a good time-resolution. In each subband,
when the energy increases by more than 10 dB, the subband is
marked. In each analysis interval, if the number of marked sub-
bands exceeds half of the total number of subbands, we decide
that a transient is located at the center of the interval. In the
vocoder, the synthesis phases are reset only on marked subbands
at transient-marked locations. On figure 1, we plot the spectro-
gram of a glockenspiel signal (from the SQAM database [13]),
and phase-reset locations. One can observe that the high energy
partials are preserved.

3. MULTI-SCALE GABOR ANALYSIS

In this section, we present the multi-scale sinusoidal analysis that
we use in our time-scaling algorithm. First, we describe the re-
dundant time-frequency dictionary composed of Gabor waveforms
and the decomposition method which is basically a modified ver-
sion on the Matching Pursuit algorithm. Then, we explain how the
time-scaling operation is applied to each atom.
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Frequency (kHz)
S

Time (s)

Figure 1: Spectrogram of a glockenspiel signal (gray) and phase-
reset locations (black).

3.1. Time-frequency dictionary

The underlying signal model is a linear combination of time-frequen-

cy waveforms g plus a residual signal r:
z[n] = Zaigxi [n] + r[n] (8)

aigx,; [n] are called atoms. gx[n] are complex Gabor waveforms
[14], defined by:

galn) = () by (FE) ™", A={sprh O

s is the time-scale factor, p the translation parameter and v the
modulation frequency. hg(t) is the amplitude function and () is
a normalization factor, depending on s. The dictionary is the over-
complete set of all possible waveforms. In a classic Gabor dictio-
nary, hg(t) is a Gaussian function. For this application, we rather
use a Hanning window, which is a compactly-supported function:

hg(t) = (14 cos(27t)) . 1po,1(%) (10)

Parameters are discretized in the following way:

S = 2q’ 7 c {Qmin c 'qmax} (11)
p = uR,, we€N 12)
- g kef{l---s—1} (13)

Ry, the hop-size, is set to 27mi»~* and does not depend on the

time-scale. This differs from the usual discretization in Gabor
dictionaries, where the hop-size depends on the time-scale factor
(usually p = u3). In other words, the overlap factor increases with
the time-scale in our dictionary and equals 50% for s = 2%min,
whilst the overlap factor equals 50% for all time-scales in the usual
discretization. This choice was made in order to limit the phase ro-
tation between consecutive atoms, which is crucial in the context
of time-scaling.

Energy (dB)

without filter

Frequency
1
® 2 3
4
g § 7 9 o
0] @
8 ‘
o
S Wit 1L LAY L
Akl i
c
w
with filter
Frequency

Figure 2: Example of components selection order with Matching
Pursuit in the frequency domain, with and without the adaptive
filter:

3.2. Decomposition algorithm

The decomposition algorithm determines a suitable set of index \;
under a matching constraint, usually related to the energy of the
residual signal r. The decomposition is performed on a frame-by-
frame basis. Thus, only a limited subset of waveforms is consid-
ered in each frame. The time-segmentation stage is very similar
to the one performed before a DFT: we use IN-points intervals,
with a R, hop-size, and an analysis window w,. We choose a
set of parameters that match the Gabor dictionary: N = 29max,
Ra = Ry = 2%~ ! and wq[n] = hy(2). In the current frame,
only the waveforms that completely overlap the analysis window
are considered for the decomposition. When the same waveform
is selected in different overlapping frames, which is a usual case,
the final atom is computed by simply adding all the complex coef-
ficients a; associated to this waveform, bearing in mind the phase
offset due to the translation of the analysis interval.

Our algorithm is a modified version of the iterative Matching
Pursuit (MP) proposed by Mallat e al. [15]. The MP can be sum-
marized as follows: at the beginning, the residual signal is equal to
the signal itself. At each step, an atom is subtracted from the resid-
ual signal. This atom is co-linear to the waveform that maximizes
the modulus of the inner-product with the residual signal. The de-
composition is stopped when a matching criterion is smaller that
a pre-defined threshold. The difference between the standard MP
and our modified algorithm is that ours selects each atom from
a filtered version of the residual signal. The filter transfer func-
tion is log-linear and computed for each frame so that the baseline
of the filtered signal spectrum is approximately flat. Without this
filter, the standard MP algorithm picks the most energetic compo-
nent in the residual signal at each iteration. For instance, a high-
energy noise component in low-frequency will be selected before
a high-frequency partial with a lower energy. With the filter, the
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Frequency (kHz)
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Figure 3: Spectrogram of a glockenspiel signal.

high-frequency partial is amplified and selected before the noise
component. Our method improves the selection of significant par-
tials, and leaves the noise components in the residual signal (see
example on figure 2).

In the standard MP, the matching criterion is the energy of the
residual signal. However, we found that combining this criterion
with the correlation between the selected atom and the residual
signal is more efficient. The exact description of our algorithm is
as following. We denote Z and 7 respectively the filtered versions
of x and r, and M the matching criterion.

Initialization : seti = 0,790 = z and 7o = T
while M (7;) > ¢
Compute VA the inner-product (7;, gx)

Select the best waveform index:
Ai = Argmax, [(Fi, gx)|

Subtract the corresponding atom:
ai = (ri, ga;)
ai = (Ti, gx,)
Titl =Ti — Qi gx,
Tit1 = T5 — Q4 9x;

Increment the waveform index: i =7 + 1

end

3.3. Atoms time-scaling

Assuming that the residual signal is not perceptually significant,
the time-scaling operation can be achieved by scaling the linear
combination of time-frequency waveforms, i.e. by scaling each
atom. The basic rule for scaling an atom is as follows: on sta-
tionary regions, the time-scale parameter s and the translation pa-
rameter p are scaled, whilst the modulation frequency v remains

Frequency (kHz)

Time (s)

Figure 4: Spectrogram of a glockenspiel signal time-scaled by a
phase vocoder with phase-locking at transients, o = 1.5.

unchanged. When the center of an atom is located on a transient,
the atom is not scaled in order to preserve the time-envelope of the
transient.

Concerning amplitude and phase of the modified atoms, we
propose the following rule: for the current atom, if no previous
overlapping atom with the same frequency exists in the decompo-
sition, the amplitude and phase are kept unchanged. Otherwise, the
amplitude is kept unchanged and the phase propagation formula is
applied.

More precisely: first, in the decomposition formula (8), the
atoms are classified according to:

1. increasing translation parameter p
2. decreasing energy |a;|?

Then, for each atom a;g(s; p; ;). the modified atom agg(sr,’p«_,l,i)
is computed as follows. Concerning the waveform parameters:

e if p; is located on a transient and if v; is in a transient-
marked subband, s} = s; and p} = p;.

e clse, s, = as; and p} = ap;.

Concerning the complex coefficient, the amplitude is preserved:
|aj| = |a;|, and for the phase:

e if a previous overlapping atom a;gs;,p;,v;) With v; = v;
exists in the decomposition, the phase is set according to the
phase-propagation formula. The phase increment between
atoms j and ¢ is:

(I)ji = Zai — (Zaj —|— (pl — pj)Qﬂ'I/i) (14)
and the modified phase is:
Zai = Zaj; + a(p; — p;)2nv; + aPD (®;;)  (15)

e else Za; = Za,.

With this method, no explicit phase-locking is necessary on tran-
sient locations.
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Figure 5: Spectrogram of a glockenspiel signal time-scaled by Ga-
bor analysis, o = 1.5.

3.4. Implementation details and first results

According to Mallat [15], the complexity of the Matching Pursuit
is similar to the one of the FFT i.e. O (N log(V)), when imple-
mented in a efficient way. Practically, one can observe that the
MP implementation is significantly more complex that the FFT. In
our experiments, we chose to downsample the audio signal from
44100 Hz to 11025 Hz in order to limit the complexity.

The length of analysis intervals is set to N = 1024 samples
(93 ms), which is twice the length of the phase vocoder analysis
intervals. Thus, the theoretical frequency-resolution is twice bet-
ter. The hop-size is set to Ry = 64 samples. We get ¢max = 10
and imin = 7. The theoretical time-resolution is 11.5 ms. How-
ever, the practical time and frequency resolution strongly depend
on the decomposition algorithm.

We have tested both methods, phase vocoder and Gabor anal-
ysis, through informal listening test on real polyphonic music sig-

nals, for different time-scale factors. Concerning the phase vocoder,

the main conclusions are:
e The phase locking technique significantly reduces artifacts,

e But perceptible phasiness and transient smearing effects still
appear.

and for Gabor analysis:

e On downsampled signal, this method generates fewer arti-
facts than the phase-locking vocoder,

e But noise components are missing.

As a graphical illustration, we show spectrograms of a glock-
enspiel signal. Figure 3 corresponds to the original (unprocessed)
signal. On figure 4, the signal is time-scaled with the phase-locking
vocoder for « = 1.5. The audible transient smearing effect is
visually noticeable on this plot: attack regions are stretched and
look granular. Otherwise, the frequency content of the original
signal seems preserved. On figure 5, the signal is time-scaled with
the Gabor analysis method, with a signal-to-residual noise around
30 dB. This corresponds to an average number of 35 atoms per

W

Frequency (kHz)

N

0 o oy ma | = syl nf e e o) 3 o

1 2 3 4 5
Time (s)

Figure 6: Spectrogram of a glockenspiel signal time-scaled by the
hybrid method, ov = 1.5.

frame of 1024 samples (about 20 atoms in stationary regions, and
about 150 to 200 atoms in transient regions). One can see that
the time-smearing effect is reduced, but only high energy compo-
nents are treated, and most of the noise components are left in the
residual signal.

4. HYBRID TIME-SCALING

In this section, we describe our complete time-scaling method,
based on both Gabor analysis and phase vocoder.

4.1. Hybrid method

The Gabor analysis method can hardly by used alone for time-
scaling a full-bandwidth audio signal, because it would require a
very high number of atoms per frame, possibly higher than the
number of samples, and the resulting complexity would be exces-
sive. We think that the most efficient approach consists of stopping
the Gabor analysis when no significant partial is left in the residual
signal. It can be achieved by downsampling the original signal and
perform the Gabor analysis with a medium matching criterion. The
atoms are scaled according to the algorithm decribed in the previ-
ous section. The residual signal, which contains noise components
in the low-frequency band and all the high-frequency content, is
scaled with a phase-locking vocoder. As there is no significant
partial left in the residual signal, one can choose a higher time-
resolution than when scaling the full signal. We set N = 1024
(23 ms) and R, = 4 samples. The transient smearing effect is not
contained, and no buzzy artifact is perceptible.

4.2. Final results

On figure 6, we plot the spectrogram of the glockenspiel signal
scaled with our hybrid Gabor analysis/vocoder technique. One
can observe that, compared to the Gabor analysis alone, the tran-
sient smearing effect is not increased and remains lower than with

DAFX-07 5



Proc. of the 1 oth Int. Conference on Digital Audio Effects (DAFx-07), Bordeaux, France, September 10-15, 2007

vocoder alone, whilst noise components are preserved in the scaled
signal.

Informal listening tests, involving 4 listeners and 4 different
audio excerpts have shown that the signal quality is improved com-
pared to the phase-locking vocoder alone. Our method signifi-
cantly reduces both the transient smearing and phasiness effects:
the presence effect in the scaled signal is much better than with
the phase vocoder alone, especially for high values of the scaling
parameter (o > 1.5), for which the scaled signal often sounds ar-
tificial. However, when o < 1, the phase vocoder might perform
better, on some very specific audio signals.

Examples of audio signals processed with both methods for
various scaling parameters can be found on the DESAM project

website: http://www.tsi.enst.fr/~rbadeau/desam/spip.php?article16.

5. CONCLUSION

In this paper, a new high-quality time-scaling algorithm for poly-
phonic audio signals has been presented. It is based on a multi-
scale Gabor analysis for low-frequency content (between 0 and 5.5
kHz), and on a phase-locking vocoder for high-frequency content
(between 5.5 and 22 kHz) and for the residual part in the low-
frequency band. In the time stretching context, i.e. « > 1, our
method significantly reduces the two main artifacts generated by
a phase vocoder: phasiness and transient smearing. The improve-
ment is particularly interesting when the scaling parameter is high
(a > 2). However, for time-contraction, i.e. a < 1, the results
seem to be more signal-dependant.

Compared to the phase vocoder, the overall complexity of the
time-scaling process is significantly higher with our method. First
because the Gabor analysis is more complex than a FFT, second
because our method also requires a phase vocoder for the residual
signal. This makes out method unsuitable for real-time implemen-
tations for the moment.

This study proves that Gabor analysis is a valid alternative to
the phase vocoder for audio time-stretching, but must be consid-
ered as preliminary. In further studies, we will extend our method
to full-bandwidth signals. We will also try to define more com-
plex rules for time-stretching the atoms, with partials tracking for
instance. We also work on a more complex signal model which
would not require a phase vocoder for processing the residual sig-
nal.
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ABSTRACT

This paper presents a high-quality real-time pitch-shifting algo-
rithm with a time-varying factor for monophonic audio and mu-
sical signals. The pitch-shifting algorithm is based on the resam-
pling and time-scale modification method. A new time-scale mod-
ification method has been developed which is called the Normal-

ized Filtered Correlation Time-Scale Modification (NFC-TSM) method.

It uses a ring buffer for time-scaling. The best splicing point is
searched in the normalized low-pass filtered signal using the Av-
erage Magnitude Difference Function (AMDF). The new method
results in low-latency and high-quality pitch-shifting of musical
signals.

1. INTRODUCTION

High-quality techniques for pitch-shifting of audio and musical
signals have received a lot of attention recently. In multi-track
audio recording and mixing, pitch-shifting is used to match the
pitches of two recorded digital audio clips [1]. Real-time pitch-
shifting algorithms can be used for performing deejays [2]. In mu-
sic industry, pitch-shifting is used in sampling synthesizers, sound
effects for Karaoke systems [3, 4], and other musical effects.

In general, pitch-shifting algorithms can be divided into two
categories; time-domain and frequency-domain techniques [5]. Time-
domain techniques are simple and fast, and work fine for periodic
and quasi-periodic signals. However, their quality is not good for
signals which contain a lot of non-harmonic components. On the
other hand, frequency-domain algorithms are more suitable for
complex signals, but the price of the high-quality is the computa-
tional complexity. Additionally, frequency-domain pitch-shifting
algorithms call for large delays and, thus, are not appropriate for
real-time applications. Frequency-domain algorithms are usually
based on the phase-vocoder [6, 7]. In the phase-vocoder technique,
first the signal is converted to its frequency-domain representation
using a short-time Fourier transform (STFT). After modification of
the frequency-domain parameters according to the pitch-shifting
factor, the signal is converted back to its time-domain waveform.

The standard time-domain pitch-shifting algorithms, commonly
used in commercial applications, are based on resampling and time-
scale modification [3, 8, 5]. In the standard time-domain pitch-
shifting technique, for pitch-shifting the signal by a factor of «,
the input signal is first resampled by a resampling factor equal to
1/ Since resampling changes the length of the signal, a time-
scale modification method is used to preserve the time duration
of the original signal. The time duration of the resampled sig-
nal should be scaled by a factor equal to «. Figure 1 shows the

block diagram of a time-domain pitch-shifting technique using re-
sampling and time-scale modification. In this figure, fs org and
fs,replay are the sampling frequency of the original audio and that
of the pitch-shifted signal, respectively.

x(n) I

Resampling

(ratio = fs,org/fsreplay)

A

Time-Scale Modification

(ratio = T, g0 Mo org)

y(n)

Figure 1: Block diagram of the pitch-shifting method based on the
resampling and time-scale modification.

In general, there are two methods to implement the time-scale
modification in the time domain. One of them is the ring buffer
technique, which has serious quality problems [9, 10]. The other
one is the overlap and add technique [5] which has many varia-
tions, developed to improve the quality of the output signal and
reduce the computational complexity [1, 4, 11]. In the overlap and
add method, the input signal is divided into overlapping segments
which are shifted with respect to each other according to the time-
scaling factor. Finally, they are added to each other to form the
output signal [5]. Since overlapping and adding segments at any
point breaks the continuity of the pitch and changes the spectral
characteristics of the signal, the two overlapping segments have to
be synchronized and cross-faded at the point of highest similar-
ity. Several developments to find the maximum similarity points
resulted in the different variations of the overlap and add method
[1, 4, 11]. Some of these techniques are the synchronized overlap
and add method (SOLA) [12, 13], the pitch synchronous overlap
and add method (PSOLA) [5, 12, 14, 15], the waveform similarity
overlap and add method (WSOLA) [16], and the global and local
search time-scale modification (GLS-TSM) [17]. Recently, a com-
parison of the time-domain time-scale modification techniques has
been presented in [18].

In this paper, a pitch-shifting method by a time-varying fac-
tor for monophonic musical tones is presented. The pitch-shifting
algorithm is a standard time-domain pitch-shifting algorithm. A
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new time-scale modification algorithm has been designed which is
called the Normalized Filtered Correlation Time-Scale Modifica-
tion (NFC-TSM). The proposed time-scale modification technique
enables the real-time pitch-shifting of the input signal. Moreover,
the pitch of the input signal can be scaled continuously. The pitch-
shifting factor can have large amounts with no serious defects in
the quality of the pitch-shifted signal. The number of clicks in the
pitch-shifted signal have been reduced comparing to the previous
methods. A patent application has been submitted regarding this
method.

In the following, first the general description of the pitch-shifting
algorithm is presented. Then, the resampling process by a time-
varying factor is explained. The NFC-TSM method is described
next. Setting the parameters of the algorithm is discussed. Finally,
the results are presented.

2. GENERAL DESCRIPTION OF THE ALGORITHM

The proposed pitch-shifting algorithm is based on the resampling
and time-scale modification method. In this technique, the audio or
musical signal is assumed to be periodic or semi-periodic. More-
over, there exists one pitch-shifting factor per input sample. Pitch-
shifting is carried out by resampling the signal according to the
pitch-shifting factor. Meanwhile, time-scale modification is per-
formed whenever needed to preserve the duration of the original
signal. In this work, to modify the time-scale of the signal, the
novel NFC-TSM algorithm is used. Note that in the presented
pitch-shifting algorithm, the resampling and time-scale modifica-
tion operations are incorporated and can not be separated as such.

The pitch-shifting algorithm is performed on the audio signal
that is stored in a ring buffer. A ring buffer, which is also called a
circular buffer, is a portion of memory of fixed size into which new
data is overwritten at its beginning when it is full. Two pointers to
the ring buffer are defined: the input pointer and the output pointer.
The input pointer is used to write into the ring buffer. That is, it is
incremented by one when one input sample is received and written
in the ring buffer. The output pointer is defined for resampling the
audio signal in the ring buffer.

The rates at which the input and output pointers move in the
ring buffer are different due to the resampling process. The rate of
the input pointer is fixed, and equal to the rate of the sampling rate
of the input signal, e.g. 44100 samples/sec. The rate at which the
output pointer moves depends on the pitch-shifting factor. Differ-
ent speeds of the input and output pointers result in their collision.
After collision, either of the pointers may pass the other one. This
causes discontinuity in the output signal which, in turn, results in
audible artefact in the pitch-shifted signal.

In order to avoid the collision between the two pointers, the
output pointer should jump backward and forward in the ring buffer
to remain behind the input pointer. The best location for the out-
put pointer to jump to, also referred to as the best splicing point, is
searched using the NFC-TSM technique. In this method, the best
splicing point is searched in the normalized low-pass filtered ver-
sion of the ring buffer using Average Magnitude Difference Func-
tion (AMDF) as the correlation function. After having found the
best splicing point, the two segments are joined to each other using
a linear cross-fading function.

Next, the resampling by a time-varying factor and the NFC-
TSM algorithm are explained in detail.

2.1. Resampling by a Time-Varying Factor

Resampling is the process of interpolating a signal at non-integer
multiples of the sampling period. Theoretically, it can be stated
as follows: first the original signal is reconstructed from a set of
samples. In the next step, it is resampled at the desired locations.
In practice, these two stages can be combined so that we need to
find the values of the signal at the desired locations. The process
of finding the signal values at arbitrary time instants from a set
of samples is called interpolation. There are a variety of interpo-
lators [19], such as truncated sinc [3, 8], linear interpolator [20],
Lagrange interpolator [21], and spline interpolator [22]. In this al-
gorithm, truncated sinc has been used to resample a signal, since it
performs well for signals with rich high-frequency content.

In order to resample the digital audio stored in the ring buffer,
for every input sample, the resampling factor is determined. The
resampling factor is equal to the reciprocal of the pitch-shifting
factor. This way the time instant at which the value of the signal
is to be interpolated is found. Then, the truncated-sinc function
is lined up with its peak at this time instant. The signal samples
on both sides of the interpolation point are multiplied by the cor-
responding sinc function values and summed up to produce the
pitch-shifted sample value.

The time instant at which the sinc function is lined up is pointed
to by the output pointer. The speed of the output pointer depends
on the resampling factor and, in turn, pitch-shifting factor. Figure
2 shows how the resampling process influences the speed of the
output pointer. In Figure 2 (a), the signal is pitch-shifted down and
the output pointer moves slower than the input pointer. In contrast,
Figure 2 (b) shows a case in which the signal is pitch-shifted up
and the speed of the output pointer is faster than the input pointer.

Output Pointer

[EYYVYVVVPVYVYYYVVVYy
Input Pointer

Output Pointer
S VYNV VYV YV VY VYV VY
[ ] (b)
AAAAALAAASAAAAAA
Input Pointer

Figure 2: Effect of resampling process on the speed of the output
pointer; (a) signal is pitch-shifted down, the output pointer moves
slower than the input pointer, (b) signal is pitch-shifted up, the
output pointer moves faster than the input pointer.

An important issue regarding interpolation is that the distance
between the input pointer and the output pointer cannot be less
than half the length of the sinc interpolator. Otherwise, the discon-
tinuity in the sample set will result in interpolation errors.

2.2. Normalized Filtered Correlation Time-Scale Modification
(NFC-TSM)

The main idea of the time-scale modification method was taken
from the ring buffer method presented by Francis Lee in 1972 [10],
which is based on discarding and repeating some segments of the
audio signal to compress and expand the length of the signal, re-
spectively. The conventional ring buffer technique results in audi-
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ble artifacts, since the periodicity of the signal is broken and also
amplitude discontinuities occur at the splicing points.

As discussed, the resampling process makes the output pointer
move at a different speed from the input pointer. Different speeds
of the pointers moving around a fixed-length buffer cause them to
collide at some locations in the ring buffer occasionally. Collision
of the input and output pointers in the ring buffer results in discon-
tinuity in the time-scaled version of the resampled signal, which is
heard as a click. To avoid this problem, in the proposed algorithm,
the output pointer is handled in such a way that it never collides
with the input pointer. Moreover, to maintain the time evolution of
the signal, the output pointer should always keep the pace with the
input pointer. This way, changes in the amplitude and frequency
of the signal are followed sufficiently. Therefore, for every sample
in the input, the distance between the input and output pointers is
measured, d. If it is longer than, or equal to, a maximum allowed
distance dmax, the output pointer has to jump forward, behind the
input pointer. On the other hand, if this distance is shorter than,
or equal to, a minimum allowed distance dmin, it is possible that
soon the output pointer collides with the input pointer. Hence, it is
required that the output pointer jumps backward in the ring buffer
and continues resampling the signal from this point. This process
has been shown in Figure 3.

Figure 3 (a) shows the case in which the input signal is pitch-
shifted down and the distance between the pointers increases. There-
fore, the output pointer hops forward. Figure 3 (b) shows the oppo-
site case, when the signal is pitch-shifted up and the output pointer
should jump backward to avoid collision. It is important to remem-
ber that the hop size cannot be very long, since we are aiming at
following the changes in the signal.

dmax
Output Pointer Input |'30i nter
L ................ )
) | @
dmm
Output Pointer  Input Pointer

I | (D)

Figure 3: Behavior of the output pointer with respect to its dis-
tance from the input pointer, d, (a) when d > dmax, the output
pointer jumps forward, (b) when d < dmin, the output pointer
Jjumps backward.

The hop of the output pointer to the new location will break
the periodicity of the signal. Therefore, it is required to search for
the best point for the output pointer to jump so that the periodicity
of the signal is maintained. This search is performed in another
ring buffer of the same size as the main ring buffer. However, this
second ring buffer contains the normalized low-pass filtered ver-
sion of the signal stored in the main ring buffer. The best splicing
point is, then, searched in the normalized low-pass filtered version
of the signal using AMDEF. The AMDF of two frames of length L
in the signal z(n) is defined as

<
D(m) = [z(k+m)—z(k)], (1
k=0
where m is the time lag between two frames. The maximum sim-
ilarity point in the search region is the point at which AMDEF is
minimum for the whole search region.

The reason why the normalized low-pass filtered signal has
been used in the search for the best splicing point is that we aim
at preserving the continuity of the signal in its lowest partials. By
normalization, the effect of the signal level alteration from one pe-
riod to the other period is eliminated in the search for the best
match point. The other advantage of normalization is that the
amplitude changes in one period of the signal are more distin-
guishable with respect to the original and low-pass filtered signal.
Hence, it is possible to choose a short correlation window for the
AMDF search and the best splicing point can be found more ac-
curately. Figures 4 (a)-(c) show the original signal, the low-pass
filtered signal, and the normalized low-pass filtered signals, re-
spectively.

Input Signal
T 5
MNW%MWMMMMWW @
. J
50 100

Low-Pass Filtered Signal

ANAN A A A A AN )

50 100

Normalized Low-Pass Filtered Signal

0
Time (ms)

Figure 4: (a) Original signal, (b) low-pass filtered version of the
original signal, (c) normalized low-pass filtered version of the
original signal.

The choice of the correlation window and search area depends
on the direction towards which the output pointer hops. Figure 5
shows two cases in which the output pointer jumps backward and
forward, respectively. In Figure 5 (a), the output pointer jumps
backward in the ring buffer. Therefore, the correlation window
is chosen so that the output pointer points to the last sample in
the correlation window. In the case the output pointer is to jump
forward, the correlation window starts from the sample to which
the output pointer points. This is shown in Figure 5 (b). In the
figures, the best splicing points are also illustrated.

The process of finding the best splicing point is shown in Fig-
ure 6. Figure 6 (a) shows the correlation window and the search
area. In Figure 6 (b), the search area has been zoomed in. The
AMDF over the search area is demonstrated in Figure 6 (c). This
figure shows the case the output pointer jumps forward in the ring
buffer. As can be seen in the figures, the minimum AMDF results
in the maximum similarity and, thus, it is highly probable that the
periodicity of the signal is preserved.
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Figure 5: Choice of the correlation window and search area in
the search for the best splicing point, (a) the output pointer jumps
backward, (b) the output pointer jumps forward.

3. PARAMETER SETTING

For different input signals, the parameters of the algorithm are
changed according to the period length of the lowest frequency
in the frequency range of the input signal. In the following subsec-
tions, it is explained how to choose these parameters.

3.1. Maximum and Minimum Distances Between Pointers

The maximum and minimum allowed distances between the in-
put and output pointers are essential parameters of the algorithm,
which depend on the period length of the input signal. Empirically,
the maximum allowed distance is chosen to be twice the longest
period length of the input signal. When the distance between the
output and input pointers reaches this amount, the output pointer
will jump forward in the ring buffer for one period to keep the pace
with the input pointer.

On the other hand, the minimum allowed distance depends on
the length of the interpolator filter, the length of the cross fading
region and the maximum pitch-shifting factor for upward pitch-
shifting. The minimum allowed distance cannot be less than half
the length of the interpolation filter. The length of the cross-fading
region should be also considered. If the interpolation filter length
is equal to NV and the maximum pitch-shifting factor is atmax, the
minimum allowed distance between input and output pointers is
obtained by

N
1)LCrossFade + 57 (2)

where LcrossFade 18 the length of the cross-fading region. When
the distance between the pointers reaches to dmin, the output pointer

dmin - (amax -

Correlation
Window Search Area
- B

Level
o

e o

] |
T P A Input £ 2500
Output Pointer Best SpllC@EO'm Pointer

s
- 440
0 Minimum AMDF
1 —
3
05/ /_‘- ()
0

0 440
Time (samples)

Figure 6: Search for the best splicing point, (a) part of the ring
buffer in which the correlation window and search area are placed,
(b) the search area in which the best splicing point is looked for, (c)
the AMDF over the search area for the shown correlation window.

jumps backward on the ring buffer for one period.

3.2. Lengths of Correlation Window and Search Area

The length of the correlation window Lcorrwin, and the length
of the search area LgecarchArea depend on the period length of the
lowest frequency in the frequency range of the input signal 7.

LCorrWin - CT7 (3)
LSearchArea = (1 - C)T, (4)

where C'is chosen to be 3/8 in this algorithm, although a choice of
1/4 of one period length of the signal for the length of the correla-
tion window contains enough information to find its right location
in the period.

The search area contains all the points in the ring buffer on
which the first point of the correlation window is placed and its
AMDF is computed in every iteration. Therefore, if the length of
the search area is selected to be (1" — Lcorrwin ), the correlation
window moves over one period of the signal. This is sufficient to
find the best match point.

Another important parameter is the starting point of the search
area. The choice of the search start point depends on the direction
that the output pointer jumps in the ring buffer. However, it should
be close enough to the input pointer, in order to follow changes in
the signal. It is usually selected to be as far as one period length of
the lowest frequency of the frequency range apart from the input
pointer.

3.3. Other Parameters

There are a few other parameters that should be set in the algo-
rithm. The first one is the size of the ring buffer. The ring buffer
should have space for about four periods of the signal. Therefore,
it can be chosen according to the longest period in the frequency
range of the input signal.
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The other parameter is the cut-off frequency of the low-pass
filter, which is not very critical. However, it has to be greater than
the highest fundamental frequency in the frequency range of the
input signal. For example, if the fundamental frequency of the
input signal ranges between 300 to 900 Hz, the cut-oft frequency
of the low-pass filter should be greater than 900 Hz.

The normalization is performed by multiplying the low-pass
filtered signal by the reciprocal of its temporal envelope. There-
fore, an envelope-following filter is used in the algorithm for which
the parameters are determined empirically. However, in order to
obtain a very smooth estimate of the signal amplitude, a large time
constant for the envelope follower should be chosen.

4. TESTING AND RESULTS

The proposed algorithm has been tested using piano sound sam-
ples. Figure 7 shows the spectrograms of the original signal and
pitch-shifted signals for three different techniques in finding the
best splicing point. The signals are of duration 1.0 second and the
pitch-shifting factor is equal to +15% for all the pitch-shifted sig-
nals. Figure 7 (a) shows the spectrogram of the original signal, the
piano tone B1'. In Figure 7 (b), the best splicing point is searched
in the original signal using the cross-correlation function, i.e., the
standard SOLA method. Figure 7 (c) shows the case in which the
best splicing point is searched in the normalized low-pass filtered
version of the original signal using the cross-correlation function.
In Figure 7 (d), the best splicing point is looked for in the nor-
malized low-pass filtered signal with the AMDEF. A linear-phase
FIR filter of order 50 with a cut-off frequency of 70 Hz is used
for low-pass filtering in both cases. Comparing the spectrogram
of the original signal and those of the pitch-shifted signals reveals
that the pitch-shifting process brings about discontinuities in the
signal which appear as dark vertical lines in the figures (a few ex-
amples are circled in Fig. 7). These dark lines are the splicing
points whose occurrence may be heard as clicks depending on the
signal content at these points.

Figures 7 (b) and (c) show that when the signal is low-pass fil-
tered and normalized before the splicing point search, the number
of discontinuities and their intensities are reduced. These changes
and improvements in the discontinuities are also audible in the
sound samples. In the last case (Figure 7 (d)), where the NFC-
TSM method has been used in the pitch-shifting process, no clicks
are heard according to our informal listening tests [23]. This is
because the continuity of the signal is preserved for low-frequency
content of the signal. Moreover, small changes in the spectrogram
have occurred, but many of the vertical lines are still visible. On
the whole, searching the best splicing point in the normalized low-
pass filtered signal leads to a smaller number of discontinuities
than when searching in the original signal. The audibility of clicks
and masking effects in the auditory system are beyond the scope
of this paper, and are left for future work. In addition, the AMDF
performed well in an objective evaluation of the quality of each
synchronization procedure presented in [18].

Using this algorithm, real-time pitch-shifting of the input au-
dio is possible. In addition, the pitch-shifting factor can be a time-
varying function. For pitch-shifting down, there is no limitation on
the amount of pitch-shifting factor. For pitch-shifting up, however,
the restriction on the pitch-shifting factor is applied in the algo-

I'The sound sample has been taken from the McGill University Master
Samples Collection.

Original Signal

f./2

@

Frequency (Hz)

0 0.5 1

(b)
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©
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(d)
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0 0.5 1

Time (s)

Figure 7: Spectrograms of (a) the original signal (piano tone
Bl, fundamental frequency = 63 Hz) and pitch-shifted signals by
+15% using different methods based on (b) search in the origi-
nal signal using cross-correlation function, (c) search in the nor-
malized low-pass filtered (NLF) version of the original signal us-
ing cross-correlation function, (d) search in the normalized low-
pass filtered (NLF) version of the original signal using AMDF. The
ovals in the figures indicate occurrence of audible artifacts.

rithm by the period length of the signal and the permitted delay.
When pitch-shifting up, it is required to have at least one period
of the signal in the ring buffer before the output pointer can jump
backward on the ring buffer to repeat a sound segment due to the
time-scale modification. This implies a delay in the system. For
example, if the fundamental frequency of an input signal is equal
to 63 Hz, for an allowed delay of 5 ms, the pitch-shifting up factor
can have a maximum amount of +30%. It should be noted that this
restriction holds only at the onset of the tone, when pitch-shifting
up. After having received one period of the input audio, this lim-
itation is eliminated and, then, pitch-shifting factor can have any
value.

In the proposed algorithm, the AMDF calculation is compu-
tationally the heaviest part. However, the computation of AMDF
is required only when the best splicing point should be found. If
the maximum period length of the input signal is 7" samples, the
number of abs, subtraction and addition operations required to find
the best splicing point is equal to C'(1 —C)T?. C is the coefficient
to define the lengths of the correlation window and search region
(C = 0.375). Moreover, (1 — C')T comparisons should be per-
formed to find the minimum AMDF. For example, when the min-
imum fundamental frequency in the frequency range of the input
signal is 73 Hz, the lengths of the correlation window and search
area are selected to be 230 and 380 samples, respectively, with the
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sampling frequency of 44.1 kHz. Therefore, every time the best
splicing point is searched in the ring buffer 87400 abs, subtrac-
tion, and addition operations and 380 comparisons are needed.

Since the search is performed in the normalized low-pass fil-
tered version of the input signal, the smoothness of the normalized
filtered signal can be exploited to reduce the sample rate and thus
the computational load. According to the period length of the input
signal, the correlation window and the search region can be down-
sampled when computing AMDE. The longer the period length,
the greater the down-sampling factor is. For instance, in the above
example a down-sampling factor of 7 can be used without any re-
duction in the quality of the output signal. This way the number of
abs, subtraction, and addition operations can be reduced to 1815
and the number of comparisons to 55. Another method to make
the implementation of the algorithm possible, regarding the heavy
computational complexity of the AMDEF, is to divide the computa-
tional load between a number of sound samples before the output
pointer jumps in the ring buffer.

This algorithm has been implemented on a Motorola (Freescale)
DSP56303 for a monophonic sound and it runs in real-time.

5. CONCLUSIONS

A real-time high-quality pitch-shifting algorithm was presented.
The pitch-shifting algorithm is based on the resampling and time-
scale modification method. A new method for time-scale modifi-
cation of musical signals was developed which is called the NFC-
TSM technique. In this technique, repeating and discarding signal
segments are performed in such a way that the pitch-shifted signal
has the highest similarity with the original signal in the case of the
changes in the signal attributes. The best point to splice the signal
segments is searched in the normalized low-pass filtered signal us-
ing the AMDEF. In this algorithm, the pitch-shifting factor can have
large values without any degradation in the quality of the signal.
Sound samples are available at [23].
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ABSTRACT

We present a method for simulating reverberation in real-time us-
ing arbitrary object shapes. This method is an extension of digital
plate reverberation where a dry signal is filtered through a physical
model of an object vibrating in response to audio input. Using the
modal synthesis method, we can simulate the vibration of many
different shapes and materials in real time. Sound samples are
available at the follwing website:
http://cynthia.code404.com/dafx-audio/.

1. INTRODUCTION

Historically, plate reverberation was used as a s