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ABSTRACT 

A computationally efficient method for detecting a chorus section in 

popular and rock music is presented. The method utilizes a distance 

matrix representation that is obtained by summing two separate 

distance matrices calculated using the mel-frequency cepstral coef-

ficient and pitch chroma features. The benefit of computing two 

separate distance matrices is that different enhancement operations 

can be applied on each. An enhancement operation is found benefi-

cial only for the chroma distance matrix. This is followed by detec-

tion of the off-diagonal segments of small distance from the dis-

tance matrix. From the detected segments, an initial chorus section 

is selected using a scoring mechanism utilizing several heuristics, 

and subjected to further processing. This further processing involves 

using image processing filters in a neighborhood of the distance 

matrix surrounding the initial chorus section. The final position and 

length of the chorus is selected based on the filtering results. On a 

database of 206 popular & rock music pieces an average F-measure 

of 86% is obtained. It takes about ten seconds to process a song 

with an average duration of three to four minutes on a Windows XP 

computer with a 2.8 GHz Intel Xeon processor. 

1. INTRODUCTION 

Music thumbnailing refers to the extraction of a characteristic, rep-

resentative excerpt from a music file. Often the chorus or refrain is 

the most representative and “catchiest” part of a song. A basic ap-

plication is to use this excerpt for previewing a music track. This is 

very useful if the user wishes to quickly get an impression of the 

content of a playlist, for example, or quickly browse the songs in an 

unknown album. In addition, the chorus part of a song would often 

make a good ring tone for a mobile phone, and automatic analysis 

of the chorus section would thus facilitate extraction of ring tone 

sections from music files. 

 

Western popular music is well suited for automatic thumbnailing as 

it often consists of distinguishable sections, such as intro, verse, 

chorus, bridge, and outro. For example, the structure of a song may 

be intro, verse, chorus, verse, chorus, chorus. Some songs do not 

have as clear verse-chorus structure but there still are separate sec-

tions, such as section A and section B that repeat. In this case the 

most often repeating and energetic section is likely to contain the 

most recognizable part of the song.  

 

Peeters et al. ([1]) divide the methods for chorus detection and mu-

sic structure analysis into two main categories: the “state approach” 

which is based on clustering feature vectors to states having distinc-

tive statistics, and the “sequence approach” which is based on com-

puting a self-similarity matrix for the signal. One of the first exam-

ples of the state approach was that of Logan and Chu [2]. Recently, 

e.g. Levy et al. [3] and Rhodes et al. [4] have studied this approach. 

Similarity-matrix based approaches include the ones by Wellhausen 

& Crysandt [5] and Cooper & Foote [6]. Bartsch & Wakefield [7] 

and Goto [8] operated on an equivalent time-lag triangle representa-

tion. There are also methods utilizing many different cues, including 

e.g. segmentation into vocal / nonvocal sections, such as [9], or 

methods that iteratively try to find an optimal segmentation [10]. 

 

Here we present a method for detecting the chorus or some other 

often repeating and representative section from music files. The 

method is based on the self-similarity (distance) representation. The 

goal was to device a computationally efficient method that still 

would produce high quality music thumbnails for practical applica-

tions. Thus, iterative methods based on feature clustering or compu-

tationally intensive optimization steps could not be used. The fol-

lowing summarizes the novel aspects of the proposed method: 

The self-distance matrix (SDM) used in the system is ob-

tained by summing two distance matrices calculated using MFCC 

and chroma features. This improves the performance compared to 

the case when either of the features would be used alone. Although 

the MFCC features are sensitive to changing instrumentation be-

tween the occurrences of the chorus, the fact that the instrumenta-

tion and expression during the chorus is often different than in other 

parts of the song seems to overweigh this, at least with our pop & 

rock dominated data. The benefit of the proposed distance-matrix 

summing approach instead of merely concatenating the features into 

one, longer vector is that different enhancement operations can be 

applied for each matrix. 

An initial chorus section is obtained from the repetitions 

detected from the SDM by utilizing a novel heuristic scoring 

scheme. The heuristics consider aspects such as the position of a 

repetition in the self-distance matrix (SDM), the adjustment of a 

repetition in relation to other repetitions in the SDM, average en-

ergy and average distance in the SDM during the repetition, and 

number of times the repetition occurs in the musical data. 

The system performs the chorus determination in two 

steps: first a preliminary candidate is found for the chorus section, 

and then its final location and duration is determined by filtering 

with a set of image processing filters, selecting the final chorus 

position and duration according to the filter which gives the best fit. 

 

Evaluations are presented on a database of 206 popular and rock 

music pieces. The method is demonstrated to provide sufficient 

accuracy for practical applications while being computationally 

efficient. 
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2. METHOD 

2.1. Overview 

Figure 1 shows an overview of the proposed method, which consists 

of the following steps. First the beats of the music signal are de-

tected. Then, beat synchronous mel-frequency cepstral coefficient 

(MFCC) and pitch chroma features are calculated. This results in a 

sequence of MFCC and chroma feature vectors. Next, two self-

distance matrices (SDM) are calculated, one for the MFCC features 

and one for the chroma features. Each item in the SDM represents 

the distance of feature vector at beat i to a feature vector at beat j. In 

the distance matrix representation, choruses or other repeating sec-

tions are shown as diagonal lines of small distance. The diagonal 

lines of the chroma distance matrix are then enhanced. Next we 

obtain a summed distance matrix by summing the chroma and 

MFCC distance matrices. This is followed by binarization of the 

summed distance matrix, which attempts to detect the diagonal 

regions of small distance (or high similarity). From the detected 

 

 

Figure 1: Overview of the proposed method.  

diagonal segments, the most likely chorus section candidate (diago-

nal stripe) is selected, and subjected to further processing. This 

further processing involves using image processing filters in a 

neighbourhood of the similarity matrix which surrounds the most 

likely chorus candidate. The final position and length of the chorus 

is selected based on the image processing results.  

2.2. Beat tracking 

The feature extraction step begins by finding the beats in the acous-

tic music signal. We utilize the efficient beat tracking method de-

scribed in [11] to produce an initial set of beat times and an accent 

signal )(nv . The accent signal measures the change in the spectrum 

of the signal and exhibits peaks at onset locations. An additional, 

non-causal postprocessing step was implemented to prevent the beat 

interval from changing significantly from one frame to another, 

which might cause problems with the beat synchronous self-

distance matrices. The postprocessing is performed with a dynamic 

programming method described by Ellis [12]. The dynamic pro-

gramming step takes as input the accent signal and median beat 

period produced by the method described in [11], performs smooth-

ing of the accent signal with a Gaussian window, and then finds the 

optimal sequence of beats through the smoothed accent signal. The 

method iterates through each sample of the smoothed accent signal, 

and finds the best previous beat time for each time sample. The 

selection is affected by the strength of the accent signal at the previ-

ous beat position, and the difference to the ideal beat interval. The 

indices of best previous beats are stored for each time sample, and 

in the end the single best sequence is obtained by backtracking 

through the previous beat records. For more details see [12]. 

2.3. Feature calculation 

Next, beat synchronous MFCC and chroma features are calculated. 

Analysis frames are synchronized to start at a beat time and end 

before the next beat time, and one feature vector for each beat is 

obtained as the average of feature values during that beat. Beat 

synchronous frame segmentation has been used earlier e.g. in [7]. It 

has two main advantages: it makes the system insensitive to tempo 

changes between different chorus performances, and significantly 

reduces the size of the self-distance matrices and thus computational 

load. Prior to the analysis, the input signal is downsampled to 

22050 kHz sampling rate.  

 

The MFCC features are calculated in 30 ms hamming windowed 

frames during each beat, and the average of 12 MFCC features 

(ignoring the zeroth coefficient) for each beat is stored. We use 36 

frequency bands spaced evenly on the mel-frequency scale, and the 

filters span the frequency range from 30Hz to the nyquist frequency. 

Chroma features are calculated in longer, 186 ms frames to get a 

sufficient frequency resolution for the lower notes. In our imple-

mentation, each bin of the discrete Fourier transform is mapped to 

exactly one of the twelve pitch classes C, C#, D, D#, E, F, F#, G, 

G#, A, A#, B, with no overlap. The energy is calculated from a 

range of six octaves from C3 to B8 and summed to the correspond-

ing pitch classes. The chroma vectors are normalized by dividing 

each vector by its maximum value. 

 

After the analysis, each inter-beat interval is represented with a 

MFCC vector and chroma vector, both of which are 12-

dimensional. 
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2.4. Distance matrix calculation 

The next step is to calculate the self-distance matrix (SDM) for the 

signal. Each entry D(i, j) in the distance matrix indicates the dis-

tance of the music signal at time i to itself at time j. As we are using 

beat synchronous features, time is measured in beat units. Two 

distance matrices are used, one for the MFCC features and one for 

the chroma features. The entry Dmfcc(i, j) of the MFCC distance 

matrix is calculated as the Euclidean distance of MFCC vectors of 

beats i and j. Correspondingly, in the chroma distance matrix 

Dchroma(i, j) each entry corresponds to the Euclidean distance of the 

chroma vectors of beats i and j. Figures 2 and 3 show examples of a 

chroma and MFCC distance matrices, respectively. As the Euclid-

ean distance is symmetric, the distance matrix will also be symmet-

ric. Thus, the following operations consider only the lower triangu-

lar part of the distance matrix.  

 

Alternatives to calculating two different distance matrices would be 

to concatenate the features before calculating the distances, or com-

bine the features in the distance calculation step. The benefit of 

keeping the distance matrices separate is that different enhancement 

operations can be applied to the chroma and MFCC matrices. Based 

on our experiments, it seems beneficial to apply an enhancement 

only for the chroma distance matrix and not for the MFCC distance 

matrix. When long chords or notes are played during several adja-

cent beats, the chroma distance matrix will exhibit a square area of 

small distance values. An enhancement operation similar to the one 

described in [8] was found to be beneficial in removing these. The 

MFCC distance matrix does not exhibit similar areas as the MFCC 

features are insensitive to pitch information, so this would explain 

the MFCC distance matrix does not benefit from the enhancement. 

Moreover, summing the distance matrices first and then enhancing 

the summed matrix did not perform as well as enhancing the 

chroma matrix only and then summing with the MFCC matrix. The 

next section describes the used enhancement and SDM summing 

steps. 

2.5. Enhancing and summing the distance matrices 

Ideally, the distance matrix should contain diagonal stripes of small 

distance values at positions corresponding to repetitions of the cho-

rus or refrain section. However, due to variations in the perform-

ance of the chorus at different times (articulation, improvisation, 

changing instrumentation), the diagonal stripes are often not very 

well pronounced. In addition, there may be additional small distance 

regions which do not correspond to chorus sections. To make di-

agonal segments of small distance values more pronounced in the 

distance matrix, an enhancement method similar to the one pre-

sented in [8] is utilized.  

 

The chroma distance matrix Dchroma(i, j) is processed with a 5 by 5 

kernel. For each point (i, j) in the chroma distance matrix, the kernel 

is centred to the point (i, j). Six directional local mean values are 

calculated along the upper-left, lower-right, right, left, upper, and 

lower dimensions of the kernel. If either of the means along the 

diagonal is the minimum of the local mean values, the point (i, j) in 

the distance matrix is emphasized by adding the minimum value. If 

some of the mean values along the horizontal or vertical directions 

is the smallest, it is assumed that the value at (i, j) is noisy and it is 

suppressed by adding the largest of the local mean values. After the 

enhancement the diagonal lines corresponding to repeating sections 

are more pronounced.  

 

Figure 2: The chroma distance matrix Dchroma(i, j) of the 

song “Like a virgin” by Madonna. 

 

Figure 3: The MFCC (timbre) distance matrix Dmfcc(i, j) of 

the song “Like a virgin” by Madonna. 

 

Figure 4. The final distance matrix D(i, j) of the song “Like 

a virgin” by Madonna obtained after summing the en-

hanced chroma distance matrix and MFCC distance ma-

trix. 
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After the enhancement step the chroma and MFCC distance matri-

ces are summed. This gives the final distance matrix D, where the 

entries ),(),(
~

),( jiDjiDjiD mfccchroma += , where chromaD
~

 is the 

chroma distance matrix after the above described enhancement 

operation. Figure 4 shows the summed distance matrix for 

Madonna’s “Like a virgin”. Weighted summation was also at-

tempted for the different matrices with certain weight combinations, 

but equal weights (i.e. no weighting) seem to perform well. A 

slightly related approach to our distance matrix summing was pre-

sented by Marolt [13]. He constructed several beat synchronous 

melodic representations by comparing excerpts of different length, 

and then combined the representations by pointwise multiplication. 

This was reported to help in reducing noise in the self-similarity 

representation. 

2.6. Detecting repetitions from the self-distance matrix 

The following step attempts to detect which parts of the distance 

matrix correspond to a repetitive segment and which do not. The 

binarization method used here is similar to the one presented by 

Goto in [8], except that we operate on the low-triangular part of a 

distance matrix whereas Goto operated on the time-lag triangle. In 

addition, the filtering operations are simplified here and the thresh-

old selection operations differ slightly. 

 

When a sum is calculated along a diagonal segment of the distance 

matrix, a smaller value indicates a larger likelihood that the particu-

lar diagonal contains one or more line segments with small similar-

ity values. A sum is calculated along the low-left diagonals k of the 

distance matrix, giving the values 

 ∑
−

=

+
−

=
kM

c

ckcD
kM

kF
1

),(
1

)( , 1,...,1 −= Mk  (1) 

where M  is the number of beats in the song. Thus, )1(F corre-

sponds to the first diagonal below the main, )2(F  to the second 

below the main diagonal, and so on. The values of k corresponding 

to the smallest values of F(k) indicate diagonals which are likely to 

have repetitions in them. With Eq. 1 there exists a possibility that 

some small-distance values are masked by high distance values that 

happen to locate at the same diagonal. Thus, it might be worth 

studying whether special methods to remove the effect of high-

distance values would improve the performance. However, this was 

left for future research as the simple summing seems to work well. 

 

A certain number of diagonals corresponding to minima in F(k) are 

then selected. Before looking for minima in F(k), it is “detrended” 

to remove cumulative noise from it. This is done by calculating a 

lowpass filtered version of F(k), using a FIR lowpass filter with 50 

taps, the value of each coefficient being 1/50. The lowpass filtered 

version of F(k) is subtracted from F(k). 

 

The minima correspond to zero-crossings in the differential of F(k). 

The smoothed differential of F(k) is calculated by filtering F(k) with 

an FIR filter having the coefficients b1(i) = K-i, i = 0, …, 2K, with 

K = 1. The minima candidates are obtained by finding the points 

where the smoothed differential of F(k) changes its sign from nega-

tive to positive. The values of the minima are dichotomized into two 

classes with the Otsu method presented in [14], and the values 

smaller than the threshold are selected. We observed that sometimes 

it may happen that only a few negative peaks are selected using this 

threshold. This would mean that the following binarization would 

examine only a few diagonals of the distance matrix, increasing the 

possibility that some essential diagonal stripes are left unnoticed. To 

overcome this, we raise the threshold gradually until at least 10 

minima (and thus diagonals) are selected. The subset of indices 

selected from all the diagonal indices [ ]1,1 −∈ Mk  to search for 

line segments is denoted by Y.  

 

The diagonals of the SDM selected for the line segment search are 

denoted by  

 ),()( cycDcg y += , yMc −= ,...,1  (2) 

where Yy∈ . The diagonals )(cg y  of the distance matrix are 

smoothed by filtering with a FIR with coefficients b2(i) = ¼, i = 

1, …, 4. Goto ([8]) performed another threshold selection with the 

Otsu method ([14]) to select a threshold to be used for detecting the 

line segments from the diagonals. However, we found it better to 

define a threshold such that 20% of the values of the smoothed 

diagonals )(~ cg y  are left below it, and thus 20% of values are set to 

correspond to diagonal repetitive segments. This threshold is ob-

tained in a straightforward manner by concatenating all the values 

of )(~ cg y , yMc −= ,...,1  and Yy∈  into a long vector, sorting the 

vector, and selecting the value such that 20 % of the values are 

smaller. Points where )(~ cg y  exceeds the threshold are then set to 

one, others are set to zero. This gives the binarized distance matrix.  

 

Next the binarized matrix is enhanced, such that diagonal segments 

where most values are ones (i.e. detected small distance segments) 

are enhanced to be all ones under certain conditions. This is done in 

order to remove gaps of few beats in such diagonal segments that 

are long enough. These kinds of gaps occur if there is a point of 

high distance within a diagonal segment (due to e.g. a variation in 

the musicians’ performance). The enhancement process processes 

the binarized distance matrix with a kernel of length 25 (beats). 

Thus, at the position (i, j) of the binarized distance matrix B(i, j), the 

kernel analyzes the diagonal segment from B(i, j) to B(i+25-1, j+25-

1). If at least 65 % of the values of the diagonal segment are ones, 

B(i, j) = 1 and either B(i+25-2, j+25-2) = 1 or B(i+25-1, j+25-1) = 1, 

all the values in the segment are set to one. This removes short gaps 

in the diagonal segments. The length of the kernel is a parameter to 

the system, the value 25 was found to work well. Goto ([8]) did not 

report a need for such an enhancement process but we found it nec-

essary. 

2.7. Locating interesting segments  

The result of the previous steps is an enhanced binarized matrix 

Be(i, j) where the value one indicates that that point corresponds to a 

repetitive section and zero corresponds that there is no repetition at 

that point. The next step is to find diagonal segments that are inter-

esting, i.e. likely correspond to a chorus.  

 

There may be repetitions that are too short to correspond to a cho-

rus, such as those that occur e.g. when the same pattern of notes are 

repeatedly played with some instrument. By default, segments 

longer than four seconds are searched and used for further process-

ing. In the case no segments longer than four seconds are found, the 

system tries to extend the segments until at least some segments 

longer than four seconds are detected. If this does not help, the 

length limit is relaxed and all segments are used.  
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With some songs there may be a very large number of repetitive 

diagonal segments at this point. Therefore, some of the segments 

are removed. For each diagonal segment found in the binarized 

matrix, the method looks for diagonal segments which are located 

close to it. Let us denote a diagonal segment which starts at ),( ji  

and ends at ),( ji ′′  with [ ]jijix
p

′′= ,,, . Furthermore, the length 

1)( +−′=∆ jjx
p

 is the duration of the segment in beats. Given 

two segments 
1x  and 

2x , the segment 
2x   is defined to be close to 

1x  iff 

)5)1(()1(
12

−≥ xx  and )20)3(()3(
12

+≤ xx  and  

20)2()2(
12

≤− xx  and )5)4(()4(
12

+≤ xx  

where |.| denotes absolute value. The parameters were obtained by 

experimentation and may be changed.  

 

For each segment, the method then lists its close segments fulfilling 

the conditions above, finds the segments that have more than three 

close segments, and removes the extra segments. If some segment 

with more than three close segments is in the removal list of some 

other segment, then it is not removed. The result of this step is a 

collection of the diagonal segments ,
p

x Pp ,...,1=  in the binarized 

matrix.  

2.8. Selecting the diagonal segment most likely corresponding 

to a chorus 

Next the method selects the segment most likely corresponding to a 

chorus. This is done by utilizing a novel heuristic scoring scheme 

which considers aspects such as the position of a repetition in the 

self distance matrix, the position of a repetition in relation to other 

repetitions in the SDM, average energy and average distance in the 

SDM during the repetition, and number of times the repetition oc-

curs in the musical data. 

 

 
Figure 5: Notations when giving scores to a group of three diagonal 

segments (detected stripes of small distance of the distance matrix). 

The units are measured in beats. 

2.8.1. Position of a repetition in the distance matrix 

The first criterion used in making the decision is how close a diago-

nal segment is to an expected chorus position in the song. This is 

based on the observation that often in pop music there is a chorus at 

time corresponding to approximately one quarter of the song length. 

A partial score  )(1 p
xs  measures the difference of the middle col-

umn of segment  [ ]jijix
p

′′= ,,,  to one quarter of the song length:  

 
( )

( )4/

4/)2/)((
1)(1

Mround

Mroundxj
xs

p

p

−∆+
−= , (3) 

where M is the length of the song in beats. The partial score )(2 p
xs  

measures the difference of the middle row of segment 
p

x to three 

quarters of the song length:  

 
( )

( )4/

4/3)2/)((
1)(2

Mround

Mroundxi
xs

p

p

⋅−∆+
−= . (4) 

With )(1 p
xs  and )(2 p

xs  we give more weight to such segments 

that are close to the position of the diagonal stripe on the low left 

hand corner of Figure 4, which corresponds to the first occurrence 

of a chorus (and match to the third occurrence) and is often the most 

prototypically performed chorus, i.e. no articulation or expression.  

2.8.2. Adjustment in relation to other repetitions 

The second criterion relates to the adjustment of a segment within 

the distance matrix in relation to other repetitions. Motivated by the 

approach presented in [5], we look for possible groups of three 

diagonal stripes that might correspond to three repetitions of the 

chorus. See Figure 5 for an example of an ideal case. The search for 

possible groups of three stripes is done as follows: the method goes 

through each found diagonal segment 
u

x , and looks for possible 

diagonal segments below it. If a segment below 
b

x , ub ≠ , is 

found, it looks for a segment 
r

x  ur ≠ , br ≠ , on the right from 

the segment 
b

x . In order to qualify as a below segment, we require 

that )3()1( ub xx > , and that there must be some overlap between 

the column indices of 
u

x  and 
b

x . To qualify as a right segment 

r
x , there must be some overlap between the row indices of seg-

ments 
b

x  and 
r

x . The groups of three segments fulfilling the 

above criteria are denoted with [ ]rbum
z

,,= , Zz ,...,1= . In theory 

there could be at maximum of )2)(1( −− PPP  such groups of 

three segments, in practice the number is much less. An arbitrary 

segment may belong to zero or several groups. 

 

The groups of three stripes are then scored based on how close to 

ideal the group of three stripes is. This scoring affects the scores of 

some of the segments belonging to these groups. Four partial scores 

are calculated to measure the quality of each group of three stripes 

[ ]rbum
z

,,= . The first partial score measures how close is the end 

point of the above segment 
u

x  and below segment 
b

x :  

 ))()(/()4()4(21)(1 ubbu
xxxxz ∆+∆−−=σ , (5) 

 

(xu(1), xu(2)) 

Column index  

(beats) 

Row index  

(beats) 

(xu(3), xu(4)) 

(xr(3), xr(4)) 

(xr(1), xr(2)) (xb(1), xb(2)) 

(xb(3), xb(4)) 

∆(xb) ∆(xr) 

∆(xu) 

xb 

xu 

xr 
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where )4(
u

x and )4(
b

x  are the column indices of the end points of 

upper and below segments, respectively. The second partial score 

depends on the vertical alignment of upper and below segments: 

 








∆−−

∆−−

=

1

)(/))4()2((1

)(/))2()2((1

)(2 bub

bbu

xxx

xxx

zσ
otherwise

xx

xx

if

if

ub

ub

)4()2(

)2()2(

>

<

 (6) 

The next score measures whether the segments 
b

x  and 
r

x  are of 

equal length:  

 )(/)()(1)(3 bbr
xxxz ∆∆−∆−=σ . (7) 

The final partial score depends on the difference in the position of 

left and right segments: 

 
)()(

))3()3(,)1()1(min(2
1)(4

rb

rbrb

xx

xxxx
z

∆+∆

−−⋅
−=σ , (8) 

where ‘min’ denotes minimum operator. 

 

The final score for the group of three segments [ ]rbum
z

,,=  is the 

average of )(1 zσ , )(2 zσ , )(3 zσ , and )(4 zσ  denoted )(ˆ zσ . 

Since this score considers a segment group, we need to decide 

whether all the segments in the group receive a score, or whether 

only certain segments. It was found beneficial to give the score to 

segment 
b

x . The score could also be given to segment 
u

x  as it 

may also correspond to the first instance of the chorus. However, 

the diagonal stripe corresponding to 
u

x  is often longer than the 

actual chorus, it often consist e.g. of the repeating verse and chorus. 

It was observed that it gives better results to score the segment 
b

x  

as its length often more closely corresponds to the correct chorus 

length. Thus, depending on whether each found segment belong to 

at least one group of three segments, it will receive a score 

)(ˆmax)(3 yxs
p

σ= , })2(|{ pmy
y

= . The maximum is taken as 

each segment may belong to more than one group. If a segment 
p

x  

does not belong to any group of three segments, .0)(3 =
p

xs  

2.8.3. Average energy and distance of a segment 

The next criterion )(4 p
xs  is the average logarithmic energy of the 

portion of the music signal defined by the column indices of seg-

ment 
p

x  normalized with the average energy over the whole signal. 

Using the energy as one criterion gives more weight to such seg-

ments that have high average energy, which is often a characteristic 

of chorus sections. The partial score )(5 p
xs  takes into account the 

average distance value during the segment: the smaller the distance 

during the whole segment the more likely it is that the segment 

corresponds to a chorus:  

 Φ−= /)(1)(5 pp
xxs φ , (9) 

where )(
p

xφ  is the median distance value of the diagonal segment 

p
x  in the distance matrix, and Φ  is the average distance value 

over the whole distance matrix.  

2.8.4. Number of times the repetition occurs 

The last partial score )(6 p
xs  considers the number of times the 

repetition occurs. Other diagonal segments locating on top of or 

below segment 
p

x  are indications that the segment defined by the 

column indices of 
p

x  is repeating more than once. To get a score 

for this, a search is done for all segment candidates 
p

x , and a count 

is made of all those other segments 
q

x  which fulfill the condition  

)(2.0)2()2(
qqp

xxx ∆⋅≤−  and )(2.0)4()4(
qqp

xxx ∆⋅≤− . 

The count of other segments 
q

x  fulfilling the above criterion is 

stored as the score for all segment candidates 
p

x . When these 

counts for all segment candidates have been obtained, the values are 

normalized by dividing with the maximum count, giving the final 

values for a score )(6 p
xs  for each segment. 

2.8.5. Selecting the most likely chorus segment 

The remaining task is to select the most likely chorus segment based 

on the various criteria. For each segment 
p

x , a score is given as  

 
).(5.0)()(5.0)(

)(5.0)(5.0)(

6543

21

pppp

ppp

xsxsxsxs

xsxsxS

⋅++⋅++

⋅+⋅=
 (10) 

There is a possibility to optimize the weights in Eq. 10, which we 

did not fully explore in the fear of over fitting data but just manually 

selected weights that gave good performance on a small set of mu-

sic files. The segment 
p

x  maximizing the score S is selected as the 

most likely chorus segment. If at least one group of three diagonal 

stripes fulfilling the criteria of section 2.8.2 has been found, the 

choice is made among such segments 
o

x  for which 0)(3 ≠
o

xs , i.e. 

those that have been at an appropriate position in at least one group 

of three diagonal stripes. If no sets of three stripes is found, the 

selection is made among all the segments by maximizing S. In this 

case the group score 0)(3 =
p

xs  for all segment candidates. The 

result of this step is an initial chorus segment 
c

x . 

2.9. Finding the exact location of the chorus 

Next the exact location and length of the chorus section is refined 

using filtering in two or one dimensions. 2D kernels have earlier 

been used by Shiu et al. to analyze local similarity of the signal by 

detecting repeated chord successions from a measure-level self-

similarity matrix [15]. Here, we use 2D filters to get the exact posi-

tion for a chorus segment. Often, the time signature in western pop 

and rock music has a 4/4 time signature, and the length of a chorus 

section is 8 or 16 measures (32 or 64 beats, respectively) [9]. In 

addition, the chorus may consist of two repeating subsections of 

equal length. Two dimensional filter kernels are constructed to 

model the pattern of ideal small-distance stripes that would be 

caused by a chorus of 8 or 16 measures long, with two repeating 

subsections. Figure 6 shows the filter of dimension 32 by 32 beats, 

with two 16 by 16 beats long repeating subsections. This is the 

idealized shape of the small-distance stripes occurring in the dis-

tance matrix if the song has this kind of chorus. The second filter is 
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similar but of dimension 64 by 64, and with diagonals modeling the 

32 beat long subsections.  

 

The area of the distance matrix surrounding the chorus candidate is 

filtered with these two kernels. The chorus candidate start column is 

denoted with )2(
c

x  and the end column )4(
c

x . The columns of the 

low triangular distance matrix starting from )2/)2(,1max( fc
Nx −  

to ),2/)4(min( MNx fc
+  are selected as the area from which to 

search for the chorus. Nf is the dimension of the filter kernel, either 

32 or 64, and M is the length of the song in beats. min and max are 

applied to prevent over indexing. If the length of the area above in 

the column dimension is shorter than the filter dimension, this step 

is omitted. The area is limited to lessen the computational load and 

to prevent the refined chorus section from departing too much from 

the initial chorus candidate. 

 

When the upper left-hand side corner of the filter with dimension Nf 

is positioned in (i, j) at the distance matrix, the following values are 

calculated: mean distance ),,( fNjiα  along the diagonals (marked 

with black color in Figure 6), mean distance ),,( fNjiβ  along the 

main diagonal  and mean distance ),,( fNjiλ  of the surrounding 

area (white color in Figure 6). The ratio 

),,(/),,(),,( fff NjiNjiNji λαρα =  indicates how well the posi-

tion matches with a chorus with two identical repeating subsections, 

and the ratio ),,(/),,(),,( fff NjiNjiNji λβρβ =  how well the 

position matches a strong repeating section of length Nf with no 

subsections. The smaller the ratio, the smaller the values on the 

diagonal compared to the surrounding area. The smallest value of 

),,( fNjiαρ  and ),,( fNjiβρ  and the corresponding indices are 

stored for both filters, i.e. with Nf=32 and Nf =64. These smallest 

values are denoted by )( fNαρ ′  and )( fNβρ ′ . 

 

Several heuristics are then used to select the final chorus position 

and length based on the filtering results, or if the conditions are not 

met then another filtering in one dimension along the initial chorus 

segment is performed. The final chorus section is selected according 

to the two dimensional filtering, if the smallest ratios are small 

enough. The following heuristics are used, although many other 

alternatives would be possible. These rules below have been ob-

tained via trial and error by experimenting with a subset of 50 songs 

from our music collection. 

 

If )64(αρ ′ < )32(αρ ′ , it indicates a good match with the 64 beat 

long chorus with two 32 beat long subsections. The chorus starting 

point is selected according to the column index of the point which 

minimized )64(αρ ′ , and its length is taken as 64 beats. Else, if the 

length of the initial chorus section is less than 32, the chorus section 

is adjusted according to the point minimizing )32(αρ ′  only if the 

chorus beginning would change at maximum one beat from the 

initial location. Finally, if the length of the initial chorus section is 

closer to 48 than 32 or 64 and )32(αρ ′  < )64(αρ ′  and 

)32(βρ ′  < )64(βρ ′ and the column index of the point minimizing 

)32(αρ ′  is the same as the point minimizing )32(βρ ′ , the chorus is  

 

Figure 6. Two dimensional filter kernel modelling the 

stripes occurring if the song has a chorus of 32 beats in 

length with two 16 beat repeating subsections. The average 

distance is calculated along the entries marked with black 

colour, and compared to the average distance of locations 

corresponding to rest of the kernel (white entries). 

set to start at the point minimizing both )32(αρ ′  and )32(βρ ′  and 

its length is set to 32. Thus, these are special rules to adjust the 

chorus section if it seems likely that there song has either a 32 or 64 

beats long chorus with identical subsections half its size. 

 

In many cases, the above conditions are not met, and the chorus 

section is adjusted by performing filtering along the diagonal values 

of the initial chorus section and a small offset of five beats before 

and after its beginning and end. Thus, if the row and column indices 

of the initial chorus section are denoted with ))2(),1((
cc

xx  (the 

beginning) and ))4(),3((
cc

xx  (the end), the values to be filtered are 

found along the line from )5)2(,5)1(( −−
cc

xx  to 

)5)4(,5)3(( ++
cc

xx . 

 

The filtering is done with two kernels of length 32 and 64, but now 

on one dimension along the diagonal distance values of the initial 

chorus section and its immediate surroundings. The ratio r(32) is the 

smallest ratio of mean of distance values on the 32 point kernel to 

the values outside the kernel. If r(32) < 0.7 and the length of the 

initial chorus section is closer to 32 than 64, the chorus starting 

point is set according to the location minimizing r(32) and its length 

is set to 32. If the length of the initial chorus section is larger than 

48, the final chorus start location and length is selected according to 

the one giving the smaller score. This step in our method looks for 

the best position of the chorus section e.g. in the case the diagonal 

stripe selected as the chorus section consists of a longer repetition of 

a verse and chorus, for example. Note that the method is not limited 

to 4/4 time signature and chorus lengths of 32 or 64: if the condi-

tions above are not met, the chorus section is kept as the one re-

turned from the binarization process. In these cases its length does 

not have to be 32 or 64.  

3. EVALUATION 

The method was evaluated on database consisting of 206 popular 

and rock music pieces. Most of the pieces have a clear verse-chorus 

structure, although there are some instances where the structure is 
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less obvious. The chorus sections were annotated manually from the 

pieces. The annotations were made with a dedicated tool, which 

showed the beat synchronized SDM of the signal aligned with the 

signal itself. The self-distance matrix visualization significantly 

speeded up the annotation work as the different sections were more 

easily found.  

 

Performance of the system is measured with the F-measure, defined 

as the harmonic mean of the recall rate (R) and precision rate (P): 

F = (2RP) / (R + P). To calculate R and P, we find the annotated 

chorus section with maximum overlap with the detected chorus 

section, and calculate the length lcorr of the section where the de-

tected chorus section overlaps with the annotated section. R is cal-

culated as the ratio lcorr to the length of the annotated chorus section, 

and P is the ratio of lcorr to the length of the detected chorus section. 

The F-measure is calculated for each track, and the reported overall 

F-measure is the average of the F-measures over all tracks. 

 

Table 1 shows the chorus detection results. Baseline is the normal 

system. The most common error is small offsets in the beginning 

and/or end locations of the chorus section that reduce the score. The 

second row represents the results when the output chorus section 

length is fixed to 30 seconds. Being able to output a fixed length 

segment may be desirable in some applications, such as music pre-

view. If the initial chorus section is shorter than 30 seconds, ex-

panding is done by following the diagonal chorus segment into the 

direction of minimum distance in the SDM. Correspondingly, short-

ening is done by dropping in turn the point with larger distance 

value from either end. As the recall rate increases when the 30 s 

limit is applied, the method has not always captured the whole cho-

rus section. If it is desirable that the thumbnail section captures the 

chorus and it’s acceptable if the section extends beyond the chorus, 

the 30s option can be used. The method is efficient; it takes about 

ten seconds to process a song with an average duration of three to 

four minutes on a Windows XP computer with a 2.8 GHz Intel 

Xeon processor.  

 

Method P R F 

Baseline 89% 83% 86% 

30s length 70% 92% 79% 

Table 1: Chorus detection results. 

4. CONCLUSIONS 

A method for chorus detection from popular and rock music was 

presented. The method utilizes a novel feature analysis front-end 

where the MFCC and chroma distance matrices are summed and a 

two step procedure of initial chorus selection and section refine-

ment. A novel heuristic scoring scheme was proposed to select the 

initial chorus candidate from the binarized distance matrix, and a 

novel approach utilizing image processing filters is used to refine 

the final position and length of the chorus candidate. Evaluations on 

a manually annotated database of 206 songs demonstrate that the 

performance of the method is sufficient for practical applications, 

such as previewing playlists of popular and rock music. Moreover, 

the method is computationally efficient. 
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